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Chapter 1

Finitely Degenerate Elliptic
Equations

1.1 Hypoellipticity and Sub-elliptic Estimate

1.1.1 Hörmander’s Sum of Square Theorem

For n ≥ 2, Ω ⊂ Rn is an open domain, X = {X1, X2, · · · , Xm} is a system of real smooth
vector fields defined on Ω. That is

Xj =

n∑
k=1

ajk(x)∂xk , j = 1, · · · ,m,

where the real function ajk(x) belongs to C∞(Ω). If X and Y are real smooth vector fields,
we can define the commutator:

[X,Y ] = XY − Y X. (1.1.1)

Then it is easy to see that the commutator as a kind of product is linear respect to every
variable, and also antisymmetric:

[X,Y ] = −[Y,X].

Moreover, it holds the Jacobi identity: For three vector fields, it holds that

[X, [Y, Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0.

So, all real smooth vector fields not only constitute a vector space with respect to the real
number field, but also form a Lie algebra in the view of the commutator. The Lie algebra
induced by X (denoted by X(X1, X2, · · · , Xm)) means the space spanned by

[Xj1 , [Xj2 , [Xj3 , · · · [Xjk−1
, Xjk ] · · · ]]].

Also, the element of X(X1, X2, · · · , Xm) is a C∞ real vector fields.

Definition 1.1.1 (Hörmander’s condition). For n ≥ 2, the systems of real smooth vector
fields X = {X1, X2, · · · , Xm} defined on an open domain Ω in Rn. Let J = (j1, · · · , jk)
with 1 ≤ ji ≤ m, we denote |J | = k. We say that X = {X1, X2, · · · , Xm} satisfies the
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Hörmander’s condition on Ω if there exists a positive integer Q, such that for any |J | = k ≤
Q, X together with all k-th repeated commutators

XJ = [Xj1 , [Xj2 , [Xj3 , · · · [Xjk−1
, Xjk ] · · · ]]]

span the tangent space at each point of Ω. Here Q is called the Hörmander index of X on Ω,
which is defined as the smallest positive integer for the Hörmander’s condition above being
satisfied.

Definition 1.1.2 (Finitely degenerate elliptic operator). If the real smooth system of vector
fields X satisfies the Hörmander’s condition on Ω with 1 < Q < +∞, then we say that X is
a finitely degenerate system of vector fields on Ω and 4X =

∑m
i=1X

2
i is a finitely degenerate

elliptic operator on Ω.

Example 1.1.1 (Kohn Laplacian operator). Let X = (X1, · · · , XN , Y1, · · · , YN ), where

Xj = ∂xj + 2yj∂t, Yj = ∂yj − 2xj∂t, j = 1, · · · , N.

defined on Heisernberg group Ω ⊂ R2N+1, then the Kohn Laplacian 4X =
∑N
i=1(X2

i + Y 2
i )

is a finitely degenerate elliptic operator on Ω.

Example 1.1.2 (Grushin operator). Let X = {∂x1
, · · · , ∂xn−1

, x1∂xn} defined on an open
domain Ω of Rn which contains the origin, then 4X is a finitely degenerate elliptic operator
on Ω.

Let

L =

m∑
j=1

X2
j (x) +X0(x) + c(x),

where Xj , j = 0, 1, · · · ,m, are real smooth vector fields and c(x) is a C∞ function defined
on Ω.

Definition 1.1.3 (Hypoellipticity). For all u ∈ D′(Ω), if Lu ∈ C∞(Ω) implies u ∈ C∞(Ω).
Then we say that the operator L is hypoelliptic on Ω.

Theorem 1.1.1 (Hörmander’s sum of square theorem, c.f.[24]). If the real smooth system
of vector fields X satisfies Hörmander’s condition on Ω, then the operator L is hypoelliptic
on Ω.

For simplify, here we give a proof of Theorem 1.1.1 for the case L =
∑m
j=1X

2
j (x). First,

we introduce the following pseudo-differential operator class.

Definition 1.1.4 (Symbol class Sm(Ω)). Suppose Ω is an open set in Rn and m is a real
number. The symbol class of order m on Ω, denoted by Sm(Ω), is the space of functions
p ∈ C∞(Ω×Rn) such that for all multi-indices α and β and every compact set K ⊂ Ω, there
is a constant Cα,β,K such that

sup
x∈K
|Dβ

xD
α
ξ p(x, ξ)| ≤ Cα,β,K(1 + |ξ|)m−|α|.

Definition 1.1.5 (Pseudo-differential operator). A pseudo-differential operator B (PsDO
for short) of order m on Ω is a continuously linear map from C∞0 (Ω) to C∞ of the form

Bu(x) = (2π)−n
∫
Rn
eix·ξp(x, ξ)û(ξ)dξ, for u ∈ C∞0 (Ω), and p ∈ Sm(Ω), (1.1.2)
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which can be extended to a continuously linear map from E ′(Ω) to D′(Ω). We shall generally
denote the map in (1.1.2) by p(x,D),

p(x,D)u(x) = (2π)−n
∫
Rn
eix·ξp(x, ξ)û(ξ)dξ, u ∈ C∞0 (Ω).

And we denote the set of pseudo-differential operators of order m on Ω by Ψm(Ω):

Ψm(Ω) = {p(x,D) : p ∈ Sm(Ω)}.

Example 1.1.3. For s ∈ R, the function (x, ξ)→ (1+ |ξ|2)s/2 belongs to Ss(Rn), and hence
the operator Λs defined by Λsf(x) = F−1((1 + |ξ|2)s/2f(ξ)) belongs to Ψs(Rn), where F−1

is the Fourier inverse transformation.

Lemma 1.1.1 (c.f. [18]). If P ∈ Ψm(Ω) and Q ∈ Ψm′(Ω), then

(1) PQ ∈ Ψm+m′(Ω) and

σPQ = σP · σQ
(
mod Sm+m′−1(Ω)

)
.

(2) [P,Q] ∈ Ψm+m′−1(Ω) and

σ[P,Q] =
1

2πi
{σP , σQ}

(
mod Sm+m′−2(Ω)

)
,

where [·, ·] is the Lie bracket in (1.1.1) and the Poisson bracket {σP , σQ} defined as follows:

{σP , σQ} =

n∑
i=1

(∂σP
∂ξi

∂σQ
∂xi

− ∂σQ
∂ξi

∂σP
∂xi

)
.

Definition 1.1.6 (Strongly elliptic). We say that a symbol p ∈ Sm(Ω), or its corresponding
operator p(x,D), is strongly elliptic if for every compact K ⊂ Ω there are positive constants
c, C such that

Re p(x, ξ) ≥ c(1 + |ξ|2)m/2 for x ∈ K and |ξ| ≥ C. (1.1.3)

Lemma 1.1.2 (G̊arding’s inequality, c.f. [18]). Supppose p ∈ Sm(Ω) satisfies (1.1.3), for
any ε > 0, any s < m/2, and a open subset V with compact closure in Ω, there are c > 0
and C ≥ 0 depending on V , such that

Re 〈p(x,D)u, u〉 ≥ (c− ε)‖u‖2m/2 − C‖u‖
2
s, u ∈ C∞0 (V ).

Lemma 1.1.3 (Paley-Wiener theorem, c.f. [48]). g(ζ) is the Fourier-Laplace transform of
a function f(x) ∈ C∞0 (Rn) with supp f ⊂ {x ∈ Rn, |x| ≤ A} if and only if for any N ∈ N+

there is a constant CN such that

|g(ζ)| ≤ CNeA|Im ζ|/(1 + |ζ|)N .

Lemma 1.1.4 (c.f. [18]). For the Sobolev space Hs(Rn) and Hs
loc(Ω), we have

(1) Every distribution with compact support belongs to Hs(Rn) for some s ∈ R.

(2) f ∈ Hs
loc(Ω) if and only if ϕf ∈ Hs(Rn) for every ϕ ∈ C∞0 (Ω). Moreover Hs(Rn) ⊂

Hs
loc(Ω) for every open subset Ω ⊂ Rn.
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Proposition 1.1.1. If X satisfies Hörmander’s condition on Ω. Then for any K ⊂⊂ Ω
and s ∈ R, there exists C > 0 such that

‖u‖21+s ≤ C
( ∑
|α|≤Q

‖Xαu‖2s + ‖u‖2s
)
, for all u ∈ C∞0 (K), (1.1.4)

where Q is the Hörmander index of X on Ω, α = (α1, · · · , αk) ∈ Nk, 0 ≤ αi ≤ m, Xα is the
k-th repeated commutators.

Proof: By Hörmander’s condition, for any x0 ∈ Ω, there exists r(x0), such that∑
|α|≤r(x0)

|Xα(x0, ξ)| > 0, ξ 6= 0.

Since
∑
|α|≤r(x0) |Xα(x0, ξ)| is a first order positive homogeneous function of ξ, then for a

small neighborhood O(x0) of x0, it holds that

1 +
∑

|α|≤r(x0)

|Xα(x, ξ)|2 ≥ C0(1 + |ξ|2),

where (x, ξ) ∈ O(x0)×Rn, C0 > 0. Since K is compact, thus we can choose a finite number
of small open sets O(x1), · · · , O(xl) which can cover K. Also Q is the Hörmander index
means that r(x) ≤ Q for any x ∈ Ω, then for some constant C > 0, we have

1 +
∑
|α|≤Q

|Xα(x, ξ)|2 ≥ C(1 + |ξ|2),

where (x, ξ) ∈ K × Rn. So 1 +
∑
|α|≤Q

X2
α is strongly elliptic. Then G̊arding’s inequality

(Lemma 1.1.2) implies the estimate (1.1.4).

Proposition 1.1.2. For any K ⊂⊂ Ω and l ∈ N+. Then there exist C > 0 and ε(l) ∈(
0, 1/2l

)
such that∑

|α|≤l

‖Xαu‖2ε(l)−1+s ≤ C
(
‖Lu‖2s + ‖u‖2s

)
, for all u ∈ C∞0 (K), (1.1.5)

where α = (α1, · · · , αk) ∈ Nk, 0 ≤ αi ≤ m, Xα is the k-th repeated commutators.

Proof: We prove (1.1.5) by induction. For |α| = 1, we need to prove

m∑
j=1

‖Xju‖2s ≤ C
(
‖Lu‖2s + ‖u‖2s

)
. (1.1.6)

SinceXj is a real vector fields, then it is self-adjoint andX∗j = −Xj+aj(x), here aj(x) ∈ C∞.
Thus

(Lu, u) = (

m∑
j=1

X2
j u, u) = −

m∑
j=1

‖Xju‖20 + (

m∑
j=1

Xju, aju).

Then
m∑
j=1

‖Xju‖20 ≤ C1

(
|(Lu, u)|+ ‖u‖20

)
≤ C

(
‖Lu‖20 + ‖u‖20

)
. (1.1.7)
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This means that (1.1.6) holds for s = 0.
Next, for s 6= 0, let Λs be a PsDO with the symbol (1 + |ξ|2)s/2, then by Lemma 1.1.1

and direct calculations, we know

[Xj ,Λ
s] ∈ Ψs(Ω)), j = 1, 2, · · · ,m;

[L,Λs] =

m∑
j=1

RsjXj +Rs0, R
s
j ∈ Ψs(Ω), j = 0, 1, · · · ,m.

Let v = Λsu. Then from u ∈ C∞0 (K) and Paley-Wiener theorem (Lemma 1.1.3), we have
v ∈ C∞0 (K ′) for any K ⊂ K ′ ⊂⊂ Ω. Next, from (1.1.7), then

m∑
j=1

‖Xju‖2s ≤
m∑
j=1

(
‖Λ−sXjv‖2s + ‖[Xj ,Λ

−s]v‖2s
)

≤
m∑
j=1

‖Xjv‖20 + C‖v‖20 ≤ C
(
|(Lv, v)|+ ‖u‖2s

)
≤ C

(
|(ΛsLu,Λsu)|+

m∑
j=1

|(RsjXju,Λ
su)|+ |(Rs0u,Λsu)|+ ‖u‖2s

)
≤ C

(
‖Lu‖2s + ε

m∑
j=1

‖Xju‖2s + Cε‖u‖2s
)
.

(1.1.8)

Taking ε small such that Cε ≤ 1/2, then (1.1.8) implies (1.1.6).
Suppose |α| = k and 0 < ε(k) ≤ 1/2k, we have∑

|α|≤k

‖Xαu‖2ε(k)−1+s ≤ C
(
‖Lu‖2s + ‖u‖2s

)
, for all u ∈ C∞0 (K). (1.1.9)

Then for α satisfying |α| = k+ 1, we seek ε(k+ 1) such that (1.1.5) is true. Let α = α1 +α′

with |α1| = 1 and |α′| = k, that means

Xα = [Xj , Xα′ ], j = 1, 2, · · · ,m.

Then

‖Xαu‖2ε−1 = (Xαu,Λ
2ε−2Xαu)

= (XjXα′u, Tu)− (Xα′Xju, Tu)

≤ |(Xα′u, TXju)|+ |Xα′u, T̃u|+ |(Xju, TXα′u)|+ |(Xju, T̃u)|
≤ C

(
‖Xju‖20 + ‖Xα′u‖22ε−1 + ‖u‖22ε−1 + ‖u‖20

) (1.1.10)

where T and T̃ belong to the PsDO class Ψ2ε−1. Taking ε = ε(k + 1) ≤ ε(k)/2 < 1/2, then

‖Xα′u‖22ε−1 ≤ ‖Xα′u‖2ε(k)−1, ‖u‖22ε−1 ≤ ‖u‖20. (1.1.11)

So (1.1.7), (1.1.9), (1.1.10) and (1.1.11) imply that (1.1.5) holds for |α| = k + 1 and s = 0.
This means ∑

|α|≤k+1

‖Xαu‖2ε(k+1)−1 ≤ C
(
‖Lu‖20 + ‖u‖20

)
, for all u ∈ C∞0 (K).
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Next, for s 6= 0, similar to the above estimates, using the commutator technique, we can
also obtain ∑

|α|≤k+1

‖Xαu‖2ε(k+1)−1+s ≤ C
(
‖Lu‖2s + ‖u‖2s

)
, for all u ∈ C∞0 (K).

These complete the proof of Proposition 1.1.2.

Proof of Theorem 1.1.1: (1.1.4) and (1.1.5) imply that for any K ⊂⊂ Ω, there exist
C > 0 and ε(Q) ∈

(
0, 1/2Q

)
such that

‖u‖2ε(Q)+s ≤ C
(
‖Lu‖2s + ‖u‖2s

)
, for all u ∈ C∞0 (K). (1.1.12)

For any ϕ ∈ C∞0 (Ω), if u ∈ D′(Ω), then ϕu ∈ E ′(Ω). Lemma 1.1.4 tells us that there exists
s0 ∈ R such that

ϕu ∈ Hs0(Rn) ⊂ Hs0
loc(Ω). (1.1.13)

On the other hand, Lu ∈ C∞(Ω) means that for any s ∈ R, it holds that

Lu ∈ Hs
loc(Ω). (1.1.14)

Then combining (1.1.12), (1.1.13) and (1.1.14), we have ϕu ∈ Hs0+ε(Q)
loc (Ω). Repeating the

process above, we know ϕu ∈ Hs
loc(Ω), for any s ∈ R, which implies ϕu ∈ C∞(Ω). Next, by

the arbitrariness of ϕ ∈ C∞0 (Ω), we can deduce that u ∈ C∞(Ω).

1.1.2 Sharp Sub-elliptic Estimate

From the discussions above, if X satisfies the Hörmander’s condition with the Hörmander
index Q, then the sub-elliptic estimate (1.1.12) holds with the index ε(Q) ≤ 1/2Q. However,
the number 1/2Q is not optimal. In fact, we have the following sharp sub-elliptic estimate
(cf. [16] and [25]).

Theorem 1.1.2. If the system of real smooth vector fields X satisfies the Hörmander’s
condition on Ω. Then∥∥|∇|1/Qu∥∥2

L2(Ω)
≤ C(Q)(‖Xu‖2L2(Ω) + C̃(Q)‖u‖2L2(Ω)), for all u ∈ C∞0 (Ω). (1.1.15)

Here Q is the Hörmander index of X on Ω, |∇|1/Q is a PsDO with the symbol |ξ|1/Q,

C(Q) > 0 and C̃(Q) ≥ 0 depending on Q.

Remark 1.1.1. After we introduce the sub-elliptic metrics (in Section 1.2) and the weighted
Sobolev spaces (in Section 1.3), we shall give a brief proof of Theorem 1.1.2 in Section 1.3
below. Also we can point out that the number 1/Q in (1.1.15) is optimal, one can refer to
[51] for the details.

1.2 Geometry Induced by Vector Fields

1.2.1 Sub-elliptic Metric

Let Ω ⊂ RN be a connected open domain, and let X = {X1, X2, · · · , Xm} be C∞ real
vector fields defined in the neighborhood of Ω (or defined on RN ).
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Definition 1.2.1 (Sub-unit curve). For any δ > 0, let the sub-unit curve C1(δ) be the class
of absolutely continuous mappings ϕ : [0, 1]→ Ω which satisfy

ϕ′(t) =

m∑
j=1

cj(t)Xj(ϕ(t)), a.e. with |cj(t)| ≤ δ. (1.2.1)

Definition 1.2.2 (Carnot-Carathéodory metric). We define the Carnot-Carathéodory dis-
tance d1(x, y) as follows:

d1(x, y) =

{
inf{δ > 0 : ∃ϕ ∈ C1(δ) with ϕ(0) = x, ϕ(1) = y.},
+∞, if there doesn’t exist ϕ ∈ C1(δ) with ϕ(0) = x, ϕ(1) = y.

Moreover, we say that d1 is the Carnot-Carathéodory metric if d1 <∞.

Remark 1.2.1. If we only have the single vector field X = {∂x1
} in R2, then d1(x− y) =

|x− y| if x and y lie on a line parallel to the x1 axis; otherwise d1(x, y) =∞. On the other
hand, if X = {∂x1 , · · · , ∂xN } in RN , then d1 is the Euclidean metric.

Theorem 1.2.1 (Rashevski-Chow’s connectivity theorem, c.f.[12, 49]). Let the system of
vector fields X satisfy the Hörmander’s condition on an open connected set Ω ⊂ RN . Then
for every couple of points x, y ∈ Ω there exists an absolutely continuous curve ϕ contained
in Ω and jointing x to y, such that ϕ is composed by integral curves of the Xi’s.

Remark 1.2.2. Rashevski-Chow’s connectivity theorem tells us that if the system of vector
fields X satisfies the Hörmander’s condition, then d1 is the Carnot-Carathéodory metric.
However, the Carnot-Carathéodory distance above might be well defined even if the vector
fields do not satisfy the Hörmander’s condition (e.g. some cases for the vector fields to be
infinitely degenerate).

Suppose X satisfies the Hörmander’s condition, we introduce the sub-elliptic metric and
the metric balls induced by X.

Let
X(1) = {X1, · · · , Xm}, X(2) = {[X1, X2], · · · , [Xm−1, Xm]}, etc.

so that the components of X(k) are the commutators of length k. Let Y1, · · · , Yq be some
enumeration of the components of X(1), · · · , X(k). If Yi is an element of X(j), we say Yi has
formal degree d(Yi) = j.

Definition 1.2.3 (Sub-elliptic curve). For any δ > 0, let the sub-elliptic curve C2(δ) be the
class of absolutely continuous mappings ϕ : [0, 1]→ Ω which satisfy

ϕ′(t) =

q∑
j=1

cj(t)Yj(ϕ(t)), a.e. with |cj(t)| ≤ δdj , (1.2.2)

where Y1, · · · , Yq are some enumeration of the components of X(1), · · · , X(k) for some k ∈
N+ satisfying span{Yi}qi=1 = RN and dj ≥ 1 is the formal degree of Yj.

Remark 1.2.3. span{Yi}qi=1 = RN means that for any two points in Ω which can be con-
nected by a sub-elliptic curve.

Definition 1.2.4 (Sub-elliptic distance). We define the sub-elliptic distance ρ(x, y) as fol-
lows:

ρ(x, y) = inf{δ > 0 : ∃ ϕ ∈ C2(δ) with ϕ(0) = x, ϕ(1) = y.}.
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Remark 1.2.4. ρ(x, y) is called the sub-elliptic metric on Ω.

Proposition 1.2.1. If K ⊂⊂ Ω is any compact set, then there are constants C1, C2 so that
if x, y ∈ K,

C1|x− y| ≤ ρ(x, y) ≤ C2|x− y|1/Q, (1.2.3)

where Q is the Hörmander index of X on Ω.

Proof: Let K ⊂⊂ Ω be an arcwise connected compact set. There is a constant C so that if
x, y ∈ K, there is an absolutely continuous function ϕ : [0, 1] → Ω with ϕ(0) = x, ϕ(1) = y
and |ϕ′(t)| ≤ C|x− y| for all t. Since Y1, · · · , Yq span RN , then we can write

ϕ′(t) =

q∑
j=1

cj(t)Yj(ϕ(t)),

with |cj(t)| ≤ C ′|ϕ′(t)| ≤ C ′′|x − y| = C ′′(|x − y|1/dj )dj . Observe that dj ≤ Q, it follows
that

ρ(x, y) ≤ C|x− y|1/Q.
Conversely, if x, y ∈ K and ρ(x, y) = δ, then there exists ϕ ∈ C2(2δ) with ϕ(0) = x, ϕ(1) = y
and ϕ′(t) =

∑q
j=1 aj(t)Yj(ϕ(t)) with |aj(t)| ≤ (2δ)dj . Since the components of every Yj are

uniformly bounded in Ω, it follows that

|ϕ′(t)| ≤ C
q∑
j=1

(2δ)d(Yj) ≤ C ′δ.

Hence

|x− y| =
∣∣ ∫ 1

0

ϕ′(t)dt
∣∣ ≤ C ′δ = C ′ρ(x, y).

Theorem 1.2.2. If X satisfies the Hörmander’s condition on Ω, then the metrics d1 and
ρ are locally equivalent.

Lemma 1.2.1 (c.f. Lemma 2.20 in [44]). Let w ∈ Ω, and w has a neighborhood U so that
if x1 and x∞ are in U with ρ(x1, x∞) < ε, then the following two conclusions hold:

(a) There exists x2 ∈ U with d1(x1, x2) < Cε, and ρ(x2,∞) < Cε1+1/Q.
(b) Given y ∈ U there is a number η(y) > 0 so that if |z − y| < η(y), we have d1(y, z) <

C|z − y|1/Q.

Proof of Theorem 1.2.2: It is obvious that ρ ≤ d1. On the other hand, near a point
w ∈ Ω we can choose U a neighborhood of w which is so small such that we may use the
result of Lemma 1.2.1 on U . Let x = x1, and y be in U with ρ(x, y) = δ. We apply Lemma
1.2.1 with x1 = x, x∞ = y and obtain a point x2 with

d1(x1, x2) < Cδ and ρ(x2, y) < Cδ1+1/Q < δ/2,

if Cδ1/Q < 1/2. We can then apply Lemma 1.2.1 again with ε = δ/2 to obtain x3 so that
ρ(x2, x3) < Cδ/2, ρ(x3, y) < δ/4. In general, given x = x1, x2, · · · , xj we can find xj+1

so that ρ(xj , xj+1) < Cδ/2j−1 and ρ(xj+1, y) < δ/2j . Moreover d1 satisfies the triangle
inequality so d1(x, xj) < Cδ. By part (b) of Lemma 1.2.1 we see that if j is sufficiently
large, d1(xj , y) < δ. Using the triangle inequality again for d1 completes the proof.

Remark 1.2.5. To prove Lemma 1.2.1, we need Campbell-Hausdorff formula and the gen-
eralization of the Campbell-Hausdorff formula. For more details about Campbell-Hausdorff
formula, one can refer to [24, 44] and here we omit these.
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1.2.2 Sub-elliptic Balls and Doubling Property

It follows from Proposition 1.2.1 that the sub-elliptic metric ρ : Ω × Ω → [0,∞) is
continuous. Then we can define the following sub-elliptic ball.

Definition 1.2.5 (Sub-elliptic balls). We can define a sub-elliptic ball B(x, δ) on Ω by

B(x, δ) = {y ∈ Ω : ρ(x, y) < δ}.

Now, we give a characterization of finitely degenerate vector fields in the view of geometry.

Proposition 1.2.2 (c.f.[16]). The following statements are equivalent:
(1) X satisfies the Hörmander’s condition with the Hörmander index Q.
(2) There exists C > 0 such that

BE(x, ρ) ⊂ BX(x,CρQ), for any x ∈ Ω, ρ > 0.

Here BE(x, ρ) is an ordinary Euclidean ball of radius ρ about x, BX(x,CρQ) is a sub-elliptic
ball of radius CρQ induced by X.

For each N -tuple of integers I = (i1, · · · , iN ) with 1 ≤ ij ≤ q, set

λI(x) = det(Yi1 , · · · , YiN )(x).

(If Yij =
∑N
k=1 ajk(x)(∂/∂xk)), then det(Yi1 , · · · , YiN )(x) = det(ajk(x)). We also set d(I) =

d(Yi1) + · · ·+ d(YiN ) and then we define

Λ(x, δ) =
∑
I

|λI(x)|δd(I),

where the sum is over all N -tuples. Now we state the known result on the volumes of the
balls B(x, δ).

Theorem 1.2.3 (Nagel-Stein-Wainger’s theorem of metric balls). For every compact set
K ⊂⊂ Ω, there are constants C1 and C2 so that for all x ∈ K,

0 < C1 ≤
|B(x, δ)|
Λ(x, δ)

≤ C2 < +∞.

Example 1.2.1. Let us consider the Grushin vector fields:

X1 = ∂x; X2 = x∂y, in R2.

To make λI(x) 6= 0, we can only have two choices as follows:

Yi1 = ∂x, Yi2 = x∂y; or Yi1 = ∂x, Yi2 = ∂y.

For the case Yi1 = ∂x, Yi2 = x∂y, then λI(x) = x and d(I) = 2. For the case Yi1 = ∂x, Yi2 =
∂y, then λI(x) = 1 and d(I) = 3. So the above theorem states that

C1(δ3 + δ2|x|) ≤ |B
(
(x, y), δ

)
| ≤ C2(δ3 + δ2|x|).

In particular, the balls of center (0, y0) have volume comparable to δ3, while the balls of
center (x0, y0) with large x0 and small radius δ have volume comparable to δ2.
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Definition 1.2.6 (Doubling property). We say that (Ω, ρ) satisfies doubling property if for
any K ⊂⊂ Ω, there exist r0 > 0 and C ≥ 1 such that

|B̃(x, 2r)| ≤ C|B̃(x, r)|,

where

x ∈ K, r ≤ r0, B̃(x, r) = {y ∈ Ω, ρ(x, y) < r}.

Remark 1.2.6. If X satisfies the Hörmander’s condition, since Λ in Theorem 1.2.3 is a
polynomial in δ of fixed degree, it follows immediately from Theorem 1.2.3 that (Ω, ρ) is
doubling. On the other hand, if ρ < 1, then from Proposition 1.2.2(2),we can directly deduce
that |BX(x, 2ρ)| ≤ C|BX(x, ρ)|. That means that (Ω, ρ) is doubling.

In order to describe the sub-elliptic ball B(x, δ) more precisely, we need following con-
cepts.

Definition 1.2.7 (Métivier index). If X satisfies the Hörmander’s condition on Ω with the
Hörmander index Q, then for each 1 ≤ j ≤ Q and x ∈ Ω, we denote Vj(x) as the subspace
of the tangent space Tx(Ω) which is spanned by the vector fields {XJ} with |J | ≤ j. the
Métivier index at x ∈ Ω is defined as

ν(x) =

Q∑
j=1

j(νj(x)− νj−1(x)), here ν0 = 0. (1.2.4)

where νj(x) is the dimension of Vj(x).

Moreover, if the dimension of Vj(x) is constant νj for a neighborhood of each x ∈ Ω.
Then we say that X satisfies the Métivier’s condition on Ω and ν = ν(x) is the Métivier
index on Ω.

Remark 1.2.7. If X satisfies the Hörmander’s condition on Ω, then the volume of the ball
with small radius r induced by the sub-elliptic metric satisfies

|B(x, r)| ≈ rν , for all x ∈ Ω, (1.2.5)

where ν is the Métivier index.

Now let us introduce the following definition.

Definition 1.2.8 (Hausdorff dimension). Let Ω be an open connected bound domain in Rn
with the metric ρ. The Hausdorff dimension of Ω is defined as

inf{α > 0;Hα(Ω) = 0} = sup{α > 0;Hα(Ω) = +∞}, (1.2.6)

where

Hα(Ω) := lim
δ→0

Hα
δ (Ω), Hα

δ (Ω) := inf
{ ∞∑
i=1

diam(Ωi)
α; Ω ⊂

∞⋃
i=1

Ωi, diam(Ωi) < δ
}
,

and

diam(Ωi) = max{ρ(x, y); x, y ∈ Ωi}.
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Example 1.2.2. (1) Let Ω be an open connected bound domain in Rn with the Euclidean
metric ρ. Then Hausdorff dimension of Ω is n.

(2) Let Ω be an open connected bound domain in R2N+1 with the sub-elliptic metric ρ
induced by Heisernberg Group. Then in this case the Métivier’s condition is satisfied, and
Hausdorff dimension of Ω is 2N + 2, which is the same with the Métivier index ν.

(3) Ω is an open connected bound domain in Rn with the sub-elliptic metric ρ induced
by X = (∂x1

, ∂x2
, · · · , ∂xn−1

, xl∂xn). Then Hausdorff dimension of Ω is n+ l.

Remark 1.2.8. In [38], the author proved that if X satisfies the Hörmander’s condition
and Métivier condition on Ω, the Métivier index ν on Ω equals to the Hausdorff dimension
of Ω. Moreover, if the Métivier condition does not hold on Ω for X, then the Hausdorff
dimension might be the general Métivier index ν̄ (see Definition 1.3.4 below).

Now we give a brief proof of Nagel-Stein-Wainger’s theorem (For the detail proof please
see [44]).

First, we introduce a simplification of notation. If x ∈ E ⊂⊂ Ω and I = (i1, · · · , iN ) are
fixed, we shall relabel the vector fields {Yj} be setting Uj = Yij , 1 ≤ j ≤ N , and let Vj , 1 ≤
j ≤ q−N , being some enumeration of the remaining vector fields. If u = (u1, · · · , uN ) ∈ RN
and v = (v1, · · · , vq−N ) ∈ Rq−N , we let

u · U + v · V =

N∑
j=1

ujUj +

q−N∑
j=1

vjVj ,

and
Φv(u) = exp(u · U + v · V )(x).

For v ∈ Rq−N , we let z = exp(v · V )(x) and introduce one more family of balls

BI(x, z, δ) = {y ∈ Ω; y = exp(u · U + v · V )(x), with |uj | < δd(Uj)}. (1.2.7)

Thus BI(x, z, δ) is exactly the image, under the map Φv of the box {u ∈ RN ; |uj | < δd(Uj)} =
Q(δ).

Proposition 1.2.3. Let E ⊂⊂ Ω be compact. There exist constants 0 < η2 < η1 < 1 so that
if x ∈ E, |vj | < η2δ

d(Vj), 1 ≤ j ≤ q −N and δ > 0 there exists an N -tuple I = (i1, · · · , iN )
with the following properties:

(1) Φv is global one-to-one for |uj | < (η1δ)
d(Uj).

(2) Let JΦv denote the Jacobian of Φv, then on the box Q(η1δ), we have

1

4
|λI(x)| ≤ |JΦv| ≤ 4|λI(x)|. (1.2.8)

(3) Let z = exp(v · V )(x), then

B(x, η2δ) ⊂ BI(x, z, δ) ⊂ B(x, δ). (1.2.9)

Proof of Theorem 1.2.3: First, Proposition 1.2.3(1) and (2) show that BI(x, z, η1δ) is
the image under the one to one mapping Φv of the box Q(η1δ) and the Jacobian of this
mapping is bounded between two constant multiplies of λI(x), then it follows that

|BI(x, z, η1δ)| ≈ |λI(x)||Q(η1δ)| ≈ |λI(x)|δd(I). (1.2.10)

Moreover, Proposition 1.2.3(3) tells us that B(x, η2δ) ⊂ |BI(x, z, η1δ)| ⊂ B(x, δ), it follows
that

|B(x, δ)| ≈
∑
I

|λI(x)|δd(I). (1.2.11)

Then (1.2.10) and (1.2.11) imply the result of Theorem 1.2.3.
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Next, we prove Proposition 1.2.3.

Lemma 1.2.2. Let E ⊂⊂ Ω be compact. There exist constants η1 ∈ (0, 1) so that if x ∈ E
and δ > 0 there exists an N -tuple I = (i1, · · · , iN ) satisfying

|λI(x)|δd(I) ≥ η2 max
J
|λJ(x)|δd(J). (1.2.12)

Proof: Let E ⊂⊂ Ω be compact let x ∈ E. Let I0 = I0(x0) be an N -tuple such that d(I0)
is minimal among all N -tuple J with λJ(x0) 6= 0, and such that

|λI0(x0)| = max
d(J)=d(I0)

|λJ(x0)|. (1.2.13)

Then there exists δ0 depending on x0 such that

|λI0(x0)|δd(I0) ≥ |λJ |δd(J), (1.2.14)

for all δ, 0 < δ ≤ δ0, and all N -tuple J .
Since the Jacobian of the exponential map is the identity at the origin, we can find an

open set W = Wx0
in Ω containing x0 so that the mapping

(u1, · · · , un) 7→ Φv(u1, · · · , un) = exp(u · U + v · V )(x)

is globally one to one on |u| < δ0 for all x in W , |v| < δ0. Also for some W ′ ⊂⊂W , we know

|λI0(x)|δd(I0) ≥ 1

2
|λJ(x)|δd(J), (1.2.15)

for all 0 < δ ≤ δ0, all N -tuple J and x ∈ W ′. Next, Choosing a finite open covering
Wx1

, · · · ,Wxl of E, taking δ̄ = inf
j=1,··· ,l

δi and

Ī = {Ii; |λIi(x)|δd(Ii) = inf
j=1,··· ,l

|λIj (x)|δd(Ij),

then

|λĪ(x)|δd(Ī) ≥ 1

2
|λJ(x)|δd(J), (1.2.16)

for all 0 < δ ≤ δ̄, all N -tuple J and x ∈ E.

Proof of Proposition 1.2.3(2): First, we have

JΦv = det
(
dΦv(

∂

∂u1
), · · · , dΦv(

∂

∂un
)
)
. (1.2.17)

However
|det(U1, · · · , UN )

(
Φv(u)

)
| = |λI

(
Φv(u)

)
|. (1.2.18)

By the technique of exponential mapping (see [24, 44]), we can prove that

1

2
|λI(x)| ≤ |λI

(
Φv(u)

)
| ≤ 2|λI(x)|, (1.2.19)

and

Zj =

n∑
l=1

(δjl + bjl)Ul, (1.2.20)

where Zj = dΦv(
∂
∂uj

), |bjl| < χδd(Ul)−d(Uj) and χ can be taken sufficiently small. Then from

(1.2.20), we can solve the Ul in the term of the Zj . Then (1.2.17), (1.2.18), (1.2.19), (1.2.20)
imply (1.2.8).
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Lemma 1.2.3. For |vj | < δd(Vj), if z = exp (v · V )(x), then

B(z, ηδ) ⊂ BI(x, z, δ), (1.2.21)

where x ∈ E and the n-tuple I satisfy (1.2.12).

Proof: Let y ∈ B(z, ηδ). Then there is an absolutely continuous map ϕ : [0, 1] → Ω with
ϕ(0) = z, ϕ(1) = y and

ϕ′(t) =

q∑
j=1

bj(t)Yj(ϕ(t)),

with |bj(t)| ≤ (ηδ)dj . We can also assume that the map ϕ is one to one.
Let F be the set of numbers s0 ∈ [0, 1] such that there exists an absolutely continuous

mapping θ : [0, s0]→ Rn such that |θj(s)| ≤ (δ/2)d(Vj) and

ϕ(s) = exp (

N∑
j=1

θj(s)Uj + v · V )(x), 0 ≤ s ≤ s0.

Since the mapping (u1, · · · , un) 7→ exp(u · U + v · V )(x) is locally one to one on {u ∈
Rn; |uj | < δd(Uj)}, then we let s̄ = sup{s0 ∈ F}, and it can be deduced that s̄ ≤ 1.

The mapping Φv(u1, · · · , un) = exp(u · U + v · V )(x) is locally one to one, and since the
map ϕ and θ are one to one on [0, s̄], and ϕ(s) = Φv(θ(s)). It follows that Φv is actually
globally one-to-one on some small neighborhood of the image θ[0, s̄]. Thus we can think
of the components of the inverse map (ψ1, · · · , ψn) as being well defined functions in some
neighborhood of θ([0, s̄]).

Suppose s̄ < 1, then for some j0 we must have

ψj0(s̄) = (δ/2)d(Uj0 ). (1.2.22)

On the other hand, for any j0 we have

|ψj0(s̄)| = |ψj0(s̄)− ψj0(0)| =
∣∣ ∫ s̄

0

d

ds
ψj0(s)ds

∣∣
=
∣∣ ∫ s̄

0

q∑
j=1

bj(s)Yj(ϕ(s))ψj0(s)ds
∣∣

≤ (ηδ)djCδd(Uj0 )−d(Uj) = Cηdjδd(Uj0 ).

(1.2.23)

Then if η is small enough such that Cηdj < (1/2)d(Uj0 ), then (1.2.23) is contradictive with
(1.2.22). This means s̄ = 1. And then

y = ϕ(1) = exp (

N∑
j=1

θj(1)Uj + v · V )(x),

with |θj(1)| ≤ δd(Uj) and so y ∈ BI(x, z, δ).

Proof of Proposition 1.2.3(3): From the definitions of B(x, δ), BI(x, z, δ) and Lemma
1.2.2, it is obvious that if |v|j < δd(Vj) for 1 ≤ j ≤ q − n then we have the inclusions

BI(x, z, δ) ⊂ B(x, δ), (1.2.24)
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where z = exp(v · V )(x). Next, for the above η > 0 in Lemma 1.2.3, taking η1, η2 ∈ (0, 1)
such that η1 ≤ (η/2)d(Uj) and η2 ≤ (η/2)d(Vj) (≤ η/2). This means that if |uj | < η1δ

d(Uj)

and |vj | < η2δ
d(Vj), then by the definition of ρ, we have ρ(x, z) < ηδ/2. Then

B(x, ηδ/2) ⊂ B(z, ηδ). (1.2.25)

Then (1.2.21), (1.2.24) and (1.2.25) imply (1.2.9).

Lemma 1.2.4. Suppose for some δ, (1.2.12) holds for I0, I1. For the above η1 and η2. If
|ηj | < (η2δ)

d(Vj), then it holds that

BI1(x, z, η2δ) ⊂ BI0(x, 0, η1δ) ⊂ BI1(x, z, δ). (1.2.26)

Proof: It is obvious from the above proofs for the relations of metric balls.

Proof of Proposition 1.2.3(1): For x ∈ K, taking I0 satisfies (1.2.16), from the defini-
tion of exponential mapping, we know that the mapping

(u1, · · · , un) 7→ Φv(u1, · · · , un) = exp(u · U + v · V )(x) (1.2.27)

is globally one to one if x ∈ K, |u| < δ0 and |v| < δ0, where K is a compact subset of W
containing x. In particular, it follows that the image of any simply connected set is simply
connected.

Choosing a sequence of n-tuples I1, · · · , Il and δ0 > δ1 > · · · > δl > 0 so that for
δj+1 ≤ δ ≤ δj , 0 ≤ j ≤ l − 1,

|λIj (x)|δd(Ij) ≥ 1

2
|λJ(x)|δd(J),

and for 0 < δ ≤ δl,
|λIl(x)|δd(Il) ≥ 1

2
|λJ(x)|δd(J).

We may clearly assume d(Ij+1) < d(Ij). In particular, no n-tuple occurs twice, and l is at
most the total number of allowable n-tuples. The choice of the particular n-tuple of course
may depend on x.

Let Φ
(1)
v be the mapping (1.2.27) associated to the n-tuple I1. If Φ

(1)
v were not globally

one-to-one on |uj | < (η2δ)
d(Uj), there would be a line segment L in the box

{u ∈ Rn; |uj | < (η2δ)
d(Uj)},

which Φ
(1)
v maps to a closed curve in BI1(x, z, η2δ), where z = exp(v · V )(x). However,

this curve can be deformed to a point in BI0(x, 0, η1δ) and hence by Lemma 1.2.4 it can be

deformed to a point in BI1(x, z, δ), which is impossible. Thus Φ
(1)
v is globally one-to-one.

By repeating this argument l times for successive series of N -tuples Ij+1 and Ij , we can
prove that the mapping Φv(u) is globally one-to-one for |uj | < (η1δ)

d(Uj).

1.3 Weighted Sobolev Spaces and Embedding

1.3.1 The Spaces Hk,p
X (Ω) and Sk,α(Ω)

Let a system of vector fields X = {X1, X2, · · · , Xm} defined on a open bounded domain
Ω with smooth boundary ∂Ω. Then, for k ∈ N, 1 ≤ p ≤ +∞, we define

Hk,p
X (Ω) = {f ∈ Lp(Ω) | XJf ∈ Lp(Ω), ∀|J | ≤ k}, (1.3.1)
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where J = (j1, · · · , jl) with 1 ≤ ji ≤ m, XJ = Xj1Xj2Xj3 · · ·Xjl−1
Xjl , |J | = l. Also we

define the norm in Hk,p
X (Ω) to be

‖f‖Hk,pX (Ω) =
( ∑
|J|≤k

‖XJf‖pLp(Ω)

)1/p
.

We also denote by Hk
X(Ω) = Hk,2

X (Ω).

Theorem 1.3.1. For k ∈ N and 1 ≤ p < +∞, then the space Hk,p
X (Ω) is a Banach space.

Proof: Let J = (j1, · · · , js) with 1 ≤ ji ≤ m for i = 1, · · · , s and denote by XJ,∗ the adjoint
operator of XJ . Then

Hk,p
X (Ω) =

{
f ∈ Lp(Ω) | ∃ gJ ∈ Lp(Ω) such that∫
Ω

f ·XJ,∗ϕdx =

∫
Ω

gJϕdx, for any ϕ ∈ C∞0 (Ω), |J | ≤ k
}
.

(1.3.2)

Suppose {uj} to be a Cauchy sequence of Hk,p
X (Ω), then {XJuj}, for |J | ≤ k, are all Cauchy

sequence in Lp(Ω). Hence there exists uJ ∈ Lp(Ω) such that XJuj → uJ in Lp(Ω). On the
other hand ∫

Ω

ujX
J,∗ϕdx =

∫
Ω

XJujϕdx, ∀ϕ ∈ C∞0 (Ω), |J | ≤ k.

Let j →∞, we have that there is u0 ∈ Lp, such that∫
Ω

u0X
J,∗ϕdx = lim

j→∞

∫
Ω

XJujϕdx, ∀ϕ ∈ C∞0 (Ω), |J | ≤ k,

which proves u0 ∈ Hk,p
X (Ω), XJu0 = uJ and ‖uj − u0‖Hk,pX (Ω) → 0.

Now we denote by Hk,p
X,0(Ω) the closure of C∞0 (Ω) in Hk,p

X (Ω).

Definition 1.3.1 (Characteristic and non-characteristic). If L =
∑
|α|≤k aα(x)Dα

x is a
linear differential operator of order k on Ω ⊂ Rn, here Dα

x = Dα1
x1
· · ·Dαn

xn and Dxj =
1√
−1
∂xj . The characteristic form of L at x ∈ Ω is the homogeneous polynomial of degree k

on Rn defined by

χL(x, ξ) =
∑
|α|=k

aα(x)ξα, (ξ ∈ Rn).

A nonzero vector ξ is called characteristic for L at x if χL(x, ξ) = 0, and the set of all such
ξ is called the characteristic variety of L at x and is denoted by Charx(L):

Charx(L) = {ξ 6= 0 : χL(x, ξ) = 0}.

A hypesurface S is called characteristic for L at x ∈ S if the normal vector ν(x) to S at x
is in Charx(L), and S is called non-characteristic if it is not characteristic at any point.

Theorem 1.3.2. For k ∈ N and 1 ≤ p < +∞, if ∂Ω is C∞ and non characteristic for the
system X, then Hk,p

X,0(Ω) is well-defined, and a Banach space.
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Proof: For simplification, we only prove the case k = 1, and for k 6= 1, the proof is similar.
For the well-definedness, we need to prove the existence of trace for v ∈ H1,p

X (Ω). We
know that the trace problem is a local problem, so after the localization and straightened,
we transfer the problem to the case : v ∈ Lp(Rn+), ∂xnv ∈ Lp(Rn+) with support of v is a
subset of {|(x′, xn)| < c, xn ≥ 0}, of course we can take the smooth function approximate
to v, then we have

v(x′, xn)− v(x′, c) =

∫ xn

c

∂tv(x′, t)dt,

which proves that
‖v(·, xn)‖Lp(Rn−1) ≤ c‖∂xnv‖Lp(Rn−1), (1.3.3)

for all 0 ≤ xn ≤ c. This shows that the trace v(x′, 0) ∈ Lp(Rn−1).
We shall prove now H1,p

X,0(Ω) is a closed subspace of H1,p
X (Ω). Let {vj} be a Cauchy

sequence of H1,p
X,0(Ω). Since it is also a Cauchy sequence of H1,p

X (Ω), there exists a limit

v0 ∈ H1,p
X (Ω), and so it suffices to show that v|∂Ω = 0. Applying (1.3.3) to vj − v0, we have

‖vj(·, 0)− v0(·, 0)‖Lp(Rn−1) ≤ c‖∂xn(vj − v0)‖Lp(Rn−1),

which implies ‖v0(·, 0)‖Lp(Rn−1) = 0. We have proved that H1,p
X,0(Ω) is a Banach space.

Example 1.3.1. If X = (∂x1, · · · , ∂xn−1, x1∂xn) defined on a ball Bn in Rn with {x1 =
0} ∩ ∂Bn 6= ∅. Then we can verify that ∂Bn is non-characteristic for X.

If X = {X1, X2, · · · , Xm} satisfies Hörmander’s condition on a bounded open domain Ω
with Hörmander index Q > 1, then for 0 < α < 1, we define

Sα(Ω) = {f ∈ C(Ω) ∩ L∞(Ω); [f ]α,Ω = sup
x,y∈Ω

|f(x)− f(y)|
ρ(x, y)α

< +∞}, (1.3.4)

where ρ(x, y) is the sub-elliptic distance.
For k ∈ N, 0 ≤ α < 1, we define

Sk,α(Ω) = {f ∈ Sα(Ω);XJf ∈ Sα(Ω),∀|J | ≤ k}, (1.3.5)

where S0(Ω) = C(Ω) ∩ L∞(Ω). Set

[u]k,Ω = sup
x∈Ω,|J|=k

|XJu(x)|, [u]k,α,Ω = sup
|J|=k

[XJu(x)]α,Ω.

We define the norm in Sk,α(Ω) by

‖u‖Sk,α(Ω) =

k∑
j=0

[u]j,Ω + [u]k,α,Ω.

Replacing Ω by Ω̄ in (1.3.4) and (1.3.5), we can also define Sα(Ω̄) and Sk,α(Ω̄).

Lemma 1.3.1. Let X satisfy Hörmander’s condition on Ω. Then

Sα(Ω) ⊂ Cα/Q(Ω) and SkQ,0(Ω) ⊂ CkLip(Ω).

for 0 ≤ α < 1 and k ∈ N, where Cλ is the usual Hölder space, CkLip(Ω) is the Lipschitz space
and Q is the Hörmander index of X on Ω.
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Proof: It is obvious by the definitions of Sα(Ω), SkQ,0(Ω) and the result of Proposition
1.2.1.

Remark 1.3.1. From Lemma 1.3.1, we know that

Sk,α(Ω) ⊂ C(k+α)/Q(Ω), for k ∈ N and 0 ≤ α < 1.

Similarly, we can also have

Sk,α(Ω̄) ⊂ C(k+α)/Q(Ω̄), for k ∈ N and 0 ≤ α < 1.

Theorem 1.3.3. For k ∈ N and 0 ≤ α < 1, the space Sk,α(Ω)(Sk,α(Ω̄)) is a Banach space.

Proof: For k = 0, we assume that {fj} ⊂ Sα(Ω) is a Cauchy sequence. Thus ‖fj‖Sα(Ω) ≤
M < +∞. Using Lemma 1.3.1, {fj} ⊂ Sα(Ω) is equicontinuous, so there exists f0 ∈ C(Ω)
such that fj → f0 in C(Ω). For 0 < α < 1, x 6= y, x, y ∈ Ω, we have

|f0(x)− f0(y)|
ρ(x, y)α

≤ |f0(x)− fj(x)|
ρ(x, y)α

+
|fj(x)− fj(y)|

ρ(x, y)α
+
|fj(y)− f0(y)|

ρ(x, y)α

≤ 2 + [fj ]α,Ω ≤ 2 +M.

(1.3.6)

That proves f0 ∈ Sα(Ω). For k = 1, similarly we have fm → f0 ∈ C(Ω) and Xjfm → f̃j in

C(Ω). Here f0 and f̃j ∈ Sα(Ω). Thus we need to prove f̃j(x) = Xjf0(x) for all x ∈ Ω. If

Xj(x) = 0, then Xjfm(x)→ f̃j(x) = Xjf0(x) = 0. Assume now Xj(x) 6= 0, and denotes by
φ(t) the integral curve of Xj with φ(0) = x, then for small |t|,

fm(φ(t))− fm(φ(0)) =

∫ t

0

Xjfm(φ(s))ds.

Because fm and Xjfm are all uniformly convergent, we have

f0(φ(t))− f0(φ(0)) =

∫ t

0

f̃j(φ(s))ds.

So (d/dt)f0(φ(t))|t=0 = f̃j(x), but (d/dt)f0(φ(t))|t=0 = Xjf0(x), which proves Xjf0 = f̃j .
The general cases can be proved in the same way.

Proposition 1.3.1 (Interpolation inequality). Suppose j+β < k+α, j, k ∈ N, 0 ≤ α, β ≤ 1
and u ∈ Sk,α(Ω). Then for any ε > 0, there exists a constant Cε = C(ε, j, k,Ω) such that

‖u‖Sj,β(Ω) ≤ ε‖u‖Sk,α(Ω) + Cε‖u‖L∞(Ω).

Proof: It is sufficient to prove the following interpolation inequality for seminorms:

[u]j,β,Ω ≤ ε[u]k,α,Ω + Cε‖u‖L∞(Ω). (1.3.7)

We prove (1.3.7) by induction, and suppress the index Ω, take d > 0 small enough, such
that

Ωd = {x ∈ Ω; ρ(x, ∂Ω) > d} 6= ∅.

(a) Let j = 1, k = 2, α = β = 0, we need to prove

[u]1 ≤ ε[u]2 + Cε‖u‖L∞(Ω). (1.3.8)
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By definition [u]1 = supj supx∈Ω |Xju(x)|. For u ∈ S2(Ω) fixed, there exists j0, and x0 ∈ Ω̄
such that [u]1 = |Xj0u(x0)|. Let µ ∈ (0, 1/2) to be chosen; we first consider the case
B(x0, µd) ⊂ Ω. For [u]1 6= 0, we have Xj0(x0) 6= 0. Let ϕ(t) be the integral curve of Xj0

with ϕ(0) = x0, take µd ≥ δ ≥ µd/2, such that ϕ(δ) = x2 ∈ B(x0, µd). Then

u(x0)− u(x2) = u(ϕ(0))− u(ϕ(δ)) = Xj0u(ϕ(θ))δ.

Let ϕ(θ) = x̄ ∈ B(x0, d). Then

|Xj0u(x̄)| ≤ |u(x0)− u(x2)|/δ ≤ 4

µd
|u|0.

On the other hand, there exists ϕ1 ∈ C2(µd) such that ϕ1(0) = x0 and ϕ1(1) = x̄, hence

Xj0u(x0)−Xj0u(x̄) = Xj0u(ϕ1(0))−Xj0u(ϕ1(1))

=

∫ 1

0

m∑
j=1

aj(t)Xj(Xj0u(ϕ1(t)))dt.

So

|Xj0u(x0)| ≤ 4

µd
|u|0 + µd

m∑
j=1

sup
y∈Ω
|XjXj0u(y)|.

Take µ > 0 small enough such that µdm ≤ ε, we have proved (1.3.8) in the case B(x0, µd) ⊂
Ω.

For the case ρ(x0, ∂Ω) < µd, we consider B(x1, µd) ⊂ Ω, where x1 ∈ Ωµd ∩B(x0, µd). If
Xj0(x1) = 0, we have

Xj0u(x0)−Xj0u(x1) =

∫ 1

0

m∑
j=1

aj(t)Xj(Xj0u(ϕ1(t)))dt,

hence,

|Xj0u(x0)| ≤ µd
m∑
j=1

sup
x∈Ω
|XjXj0u(y)| ≤ µdm[u]2.

If Xj0(x1) 6= 0, as above, there exists x̄ ∈ B(x1, µd) such that |Xj0u(x̄)| ≤ 4
µd |u|0 and

ρ(x̄, x0) ≤ 2µd, then we can obtain (1.3.8) as above.
Let j = k = 2, β = 0, α > 0, and u ∈ S2,α(Ω). By definition we have [u]2 =

supij supx∈Ω |XiXju(x)| = |Xi0Xj0u(x0)|. As in point (a), we consider only the case
x0 ∈ Ωµd. Assume that Xi0(x0) 6= 0 and Xj0u(x0) − Xj0u(x2) = Xi0Xj0u(x̄)δ with
x0, x̄ ∈ B(x1, µd) and µd ≥ δ ≥ (µd)/2. Then

|Xi0Xj0u(x̄)| ≤ 4

µd
[u]1,

and so

|Xi0Xj0u(x0)| ≤ |Xi0Xj0u(x̄)|+ |Xi0Xj0u(x0)−Xi0Xj0u(x̄)|

≤ 4

µd
[u]1 + (µd)α[u]2,α.

Using (a) we have proved [u]2 ≤ ε[u]2,α + Cε|u|0 with ε = 2(µd)α.
The other cases are similar.
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Here, we give the proof of Theorem 1.1.2.

Definition 1.3.2 (Operator of type λ). Let λ > 0, T is called an operator of type λ, if it is
defined by a distribution kernel T (x, y) which satisfies the following estimate

|XαT (x, y)| ≤ Cαρ(x, y)λ−|α||B(x, ρ(x, y))|−1. (1.3.9)

Proposition 1.3.2. Suppose T is an operator of type 1. Then T maps L2
0(Ω) to W 1/Q,2(Ω),

here L2
0(Ω) = {u ∈ L2(Ω);u|∂Ω = 0, a.e.}.

Proposition 1.3.3. For all f ∈ C∞0 (Ω), there exist operators T0, T1, · · · , Tm, of type 1,
such that

f(x) =

m∑
i=1

TiXif(x) + T0f(x). (1.3.10)

Proof of Theorem 1.1.2: For u ∈ H1
X,0(Ω), we know u ∈ L2

0(Ω) and Xju ∈ L2
0(Ω). Then

from Proposition 1.3.2 and Proposition 1.3.3, we have u ∈W 1/Q,2(Ω).

The proof of Proposition 1.3.2 is similar to the proof of Proposition 1.3.6 below, and we
shall give a brief proof later (one can also refer to [19] and [51] for the detail proof).

The proof of Proposition 1.3.3 depends on the following result:

Proposition 1.3.4 (Fundamental solutions). If the real smooth system of vector fields X =
{X1, X2, · · · , Xm} satisfies Hörmander’s condition on a open bounded domain Ω, then there
exists a distribution function G(x, y) for (x, y) ∈ Ω× Ω satisfying

LG(x, y) :=

m∑
i=1

X2
i G(x, y) = δx(y), (1.3.11)

i.e. for any f ∈ L2(Ω), we define u(x) =
∫

Ω
G(x, y)f(y)dy, then it holds that Lu(x) = f(x).

Moreover, G(x, y) satisfies, for all (x, y) ∈ Ω× Ω,

G(x, y) = G(y, x), and |Xj1 · · ·XjsG(x, y)| ≤ Csρ(x, y)2−s|B(x, ρ(x, y))|−1. (1.3.12)

Remark 1.3.2. The proof of Proposition 1.3.4 is omitted here, and one can refer [52] for
the details. Also, (1.3.9) and (1.3.12) show that G(x, y) is the type 2 and XjG(x, y) is the
type 1 for j = 1, · · · ,m.

Proof of Proposition 1.3.3: From (1.3.11),

f(x) =

m∑
i=1

∫
Ω

X2
i (x)G(x, y)f(y)dy

=

m∑
i=1

∫
Ω

Ti(x, y)Xi(x)f(y)dy +

∫
Ω

T0(x, y)f(y)dy

=

m∑
i=1

TiXif(x) + T0f(x),

(1.3.13)

where Ti(x, y) = Xi(x)G(x, y) and T0(x, y) =
∑m
i=1[Xi(x), Ti(x, y)].

Next, by the definition of type of λ > 0 and the properties of the fundamental solutions
G(x, y), it is obvious that operators T0, T1, · · · , Tm are type 1.
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1.3.2 Weighted Sobolev Embedding

Theorem 1.3.4 (Weighted Sobolev embedding theorem I). Let Ω be a bounded open domain
of Rn. Assume that X satisfies the Hörmander’s condition on Ω. Then, we have the contin-
uous embedding Hk,p

X,0(Ω) ⊂W k/Q,p(Ω) for all k ≥ 1, p ≥ 1 and there exists C = C(p,Ω, Q)
such that

‖u‖Wk/Q,p(Ω) ≤ C‖u‖Hk,pX (Ω),

for all u ∈ Hk,p
X,0(Ω), where Q is the Hörmander index of X on Ω and W s,p(Ω) is the usual

Sobolev space.

Lemma 1.3.2. Suppose T is an operator of type λ. Then T maps Lp0(Ω) to Wλ/Q,p(Ω),
1 < p < +∞, here Lp0(Ω) = {u ∈ Lp(Ω);u|∂Ω = 0, a.e.}.

Remark 1.3.3. Proposition 1.3.2 is the special case of Lemma 1.3.2 for λ = 1 and p = 2.
The detail proof of Lemma 1.3.2 can be also found in Theorem 12 of [51].

Proposition 1.3.5 (Representation theorem of Hk,p
X (Ω)). For all f ∈ Hk,p

X (Ω), there are
Tα, which are the operators of type k, such that

f(x) =
∑
|α|≤k

TαX
αf(x). (1.3.14)

Proof of Theorem 1.3.4: For all u ∈ Hk,p
X,0(Ω), then Xαu ∈ Lp0(Ω) for all |α| ≤ k, then

from Lemma 1.3.2 and Proposition 1.3.5, we have u ∈W k/Q,p(Ω).

Proof of Proposition 1.3.5: Suppose the function a(x) ∈ C∞0 (Rn). Similar to the proof
of Proposition 1.3.3, there exists operators T0, T1, · · · , Tm, of type 1, such that for any
f ∈ C∞0 (Rn),

a(x)f(x) =

m∑
j=1

TjXjf(x) + T0f(x). (1.3.15)

Then taking an open covering {Ωi}li=1 of Ω̄, and ai ∈ C∞0 (Ωi) with

l∑
i=1

ai(x) = 1 for x ∈ Ω̄.

Then we have

ai(x)f(x) =

m∑
j=1

T ijXjf(x) + T i0f(x) in Ωi. (1.3.16)

Hence for any f ∈ C∞(Ω̄), f(x) =
∑m
j=1 TjXjf(x) + T0f(x), where Tj =

∑l
i=1 T

i
j , j =

0, 1, · · · ,m are the operators of type 1. Since C∞(Ω) is dense in H1,p
X (Ω), then

f(x) =

m∑
j=1

TjXjf(x) + T0f(x), for all f ∈ H1,p
X (Ω). (1.3.17)

Thus we have proved the proposition for k = 1. Suppose that it is true for k− 1, we need to
prove the result in case of k. Taking f ∈ Hk,p

X (Ω), we have Xαf ∈ H1,p
X (Ω) for all |α| ≤ k−1.

Therefore

f =
∑

|α|≤k−1

TαX
αf =

∑
|α|≤k−1

Tα
( m∑
j=1

TjXj + T0

)
Xαf, (1.3.18)

where TαTj , j = 0, 1, · · · ,m, are the operators of type k. The proof of Proposition 1.3.5 is
completed.
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Corollary 1.3.1. Let Ω be a bounded open C∞ domain of Rn. Assume that X satisfies the
Hörmander’s condition in Ω. Then we have continuous embedding

Hk,p
X,0(Ω) ⊂

{
LnQp/(Qn−kp)(Ω), for kp < nQ,

Cm(Ω̄), for k/Q− n/p > m ≥ 0,

where Q is the Hörmander index of X on Ω.

Proof: This is direct result by Theorem 1.3.4 and the classical Sobolev embedding in
W k,p(Ω).

Remark 1.3.4. Comparing Corollary 1.3.1 with the classical embedding

W k,p
0 (Ω) ⊂ Lnp/(n−kp)(Ω), for kp < n,

we only replace n in the classical Sobolev embedding by nQ in Corollary 1.3.1. In fact, this
index is not optimal. Next, we shall give the optimal embedding results. Follow Definition
1.2.7, we have

Theorem 1.3.5 (Weighted Sobolev embedding theorem II). Suppose that X satisfies the
Hörmander’s condition and the Métivier condition. Let 1 < p ≤ +∞, then

(1) if kp < ν, then Hk,p
X (Ω) is continuously embedded in Lνp/(ν−kp)(Ω), i.e.

Hk,p
X (Ω) ⊂ Lνp/(ν−kp)(Ω), (1.3.19)

where ν is the Métivier index of X on Ω.
(2) If kp > ν, then Hk,p

X,0(Ω) is continuously embedded in Sl,(k−ν/p)−l(Ω̄), where

l = [k − ν/p] = max{j ∈ N+; j ≤ [k − ν/p]}.

Remark 1.3.5. Observe that Q+ n− 1 ≤ ν ≤ Qn, here n is the topology dimension of Ω,
Q is the Hörmander index and ν is the Métivier index of X on Ω. Thus kp < ν implies
Qnp/(Qn − kp) ≤ νp/(ν − kp). That means the result of Theorem 1.3.5 is sharp than the
result of Corollary 1.3.1.

Remark 1.3.6. Let 1 < p ≤ +∞. If kp < ν and 1 < q < νp/(ν − kp), then similar
to the classical Sobolev compactly embedding (cf. [14]), we can prove that the embedding

Hk,p
X (Ω) ↪→ Lq(Ω) is compact.

Proposition 1.3.6. Assuming that T is an operator of type λ > 0, if 0 < λq < ν, then
T : Lq(Ω)→ Lp(Ω) is continuous, where 1/p = 1/q − λ/ν > 0 and 1 < p, q < +∞.

Proof of Theorem 1.3.5(1): For all u ∈ Hk,p
X (Ω), then Xαu ∈ Lp(Ω) for all |α| ≤ k,

Proposition 1.3.5 and Proposition 1.3.6 imply u ∈ Lνp/(ν−kp)(Ω).

Proposition 1.3.7. Suppose that T is an operator of type λ > 0, if ν < λq, then T :
Lq0(Ω)→ Sλ−ν/q(Ω̄) is continuous.

Proof of Theorem 1.3.5(2): For u ∈ Hk,p
X,0(Ω), then Xαu, u ∈ Lp0(Ω), |α| ≤ k. Using

(1.3.9) and Proposition 1.3.7, for all ν < kp, we have u ∈ Sk−ν/p(Ω̄) = Sl,(k−ν/p)−l(Ω̄),
where l = [k − ν/p] = max{j ∈ N+; j ≤ [k − ν/p]}. This proves Theorem 1.3.5(2).

In order to prove Proposition 1.3.6, we need to introduce the following results.
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Definition 1.3.3 (Weak Lp(Ω, µ) space). Let (Ω,Σ, µ) be a measure space, and f be a
measurable function with real or complex values on Ω. The distribution function of f is
defined for t > 0 by

λf (t) = µ {x ∈ Ω : |f(x)| > t} .
Then the function f is said to be in the space Lp,w(Ω, µ) (the weak Lp(Ω, µ) space) with
1 ≤ p <∞, if there is a constant C > 0 such that, for all t > 0,

λf (t) ≤ Cp

tp
.

The best constant C for this inequality is the Lp,w-norm of f , and is denoted by

‖f‖p,w = sup
t>0

tλ
1
p

f (t).

Remark 1.3.7. Lp(Ω, µ) $ Lp,w(Ω, µ) with 1 ≤ p < ∞. It is obvious by definition that
Lp(Ω, µ) ⊂ Lp,w(Ω, µ). Next, by direct calculations, the function 1

|x| ∈ L
1,w(R), but 1

|x| 6∈
L1(R).

The proof of Proposition 1.3.6 depends on the following lemma.

Lemma 1.3.3. Let k be a measurable function on Ω×Ω such that, for some r > 1, k(x, y)
is weak Lr uniformly in x and y respectively. Then the operator Af(x) =

∫
Ω
k(x, y)f(y)dy

is bounded from Lq to Lp whenever 1
p = 1

q + 1
r − 1 and 1 < q < p <∞.

Proof: This is Proposition 15.3 in [19], we omit the proof here.

Proof of Proposition 1.3.6: For ρ(x, y) is small, (1.3.9) implies |T (x, y)| ≤ Cρ(x, y)λ−ν .
On the other hand, since Ω̄ is compact, then from the doubling property we can deduce that
|T (x, y)| ≤ Cρ(x, y)λ−ν for all x, y ∈ Ω.

Next, we can calculate that T (x, y) is weak Lν/(ν−λ)(Ω) uniformly in x and y respectively.
Specifically,

λT (t) = µ {x ∈ Ω : |T (x, y)| > t}

≤ µ
{
x ∈ Ω : ρ(x, y) < (1/t)1/(ν−λ)

}
≤ C(1/t)ν/(ν−λ).

(1.3.20)

Then supt>0 tλ
(ν−λ)/ν
T (t) is bounded.

By using the result in Lemma 1.3.3 with r = ν/(ν − λ) > 1, we can then complete the
proof of Proposition 1.3.6.

Now, let us give a proof for Proposition 1.3.2.

Proof of Proposition 1.3.2: Denote Λ = Op{< ξ >}, then from Hörmander’s condition
we have Λ =

∑
|α|≤Q aαXα (here Q ≥ 2 is the Hörmander index of X). Thus

‖Tu‖W 1/Q,2(Ω) ≤ C
∑
|α|≤Q

‖X1/Q
α Tu‖L2(Ω).

From the definition, we know the operator X
1/Q
α T is the operator of type 1− 1/Q. Thus

we choose p = 2Qν
Q(ν−2)+2 > 2, then 1

p = 1
2 −

Q−1
Qν (here ν is the Métivier index). By Hölder

inequality, one has

‖X1/Q
α Tu‖2L2(Ω) ≤ ‖X

1/Q
α Tu‖Lp(Ω) · ‖X1/Q

α Tu‖Lq(Ω),
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where q = p
p−1 ∈ (1, 2). Since Ω is bounded, then we have

‖X1/Q
α Tu‖Lq(Ω) ≤ C1‖X1/Q

α Tu‖L2(Ω).

Thus, from the result of Proposition 1.3.6 we can deduce that

‖Tu‖W 1/Q,2(Ω) ≤C
∑
|α|≤Q

‖X1/Q
α Tu‖L2(Ω)

≤C2

∑
|α|≤Q

‖X1/Q
α Tu‖Lp(Ω).

≤C3‖u‖L2(Ω)

(1.3.21)

The proof of Proposition 1.3.2 is completed.

Proof of Proposition 1.3.7: Since the problem is local, we can first suppose that g ∈
Lq(Ω) and supp g ⊂ B(x0, R) ⊂⊂ Ω. Then Tg(x) =

∫
Ω
T (x, y)g(y)dy. Now for x, x′ ∈ Ω,

ρ(x, x′) = δ < 1, there exists ξ ∈ Ω such that ρ(ξ, x), ρ(ξ, x′) < δ. Then we have

Tg(x)− Tg(x′) =

∫
B(ξ,3δ)

(T (x, y)− T (x, y′))g(y)dy +

∫
Ω\B(ξ,3δ)

(T (x, y)− T (x′, y))g(y)dy.

Since sub-elliptic distance ρ and the C-C distance d1 are equivalent. Then there is α(t) ∈
C2(2δ), such that

α(0) = x, α(1) = x′ and ρ(x, α(t)), ρ(x′, α(t)) < 2δ,

for all 0 ≤ t ≤ 1. Thus

T (x, y)− T (x′, y) =

m∑
j=1

∫ 1

0

aj(t)Xj(α(t))T (α(t), y)dt,

with |aj(t)| ≤ 2δ, j = 1, 2, · · · ,m. We have also, for y ∈ Ω\B(ξ, 3δ), ρ(α(t), y) ≥ δ = ρ(x, x′),
and B(ξ, 3δ) ⊂ B(x, 4δ) ∩B(x′, 4δ). Hence

|Tg(x)− Tg(x′)| ≤ C
∫
B(x,4δ)

ρ(x, y)λ|B(x, ρ(x, y))|−1|g(y)|dy

+ C

∫
B(x′,4δ)

ρ(x′, y)λ|B(x′, ρ(x′, y))|−1|g(y)|dy

+ C

∫ 1

0

dt

∫
Ω\B(x,3δ)

ρ(x′, x)

∫ 1

0

ρ(α(t), y)λ−1|B(α(t), ρ(α(t), y))|−1|g(y)|dy

=: I1 + I2 + I3.

The estimates of I1 and I2 are similar:

I1 ≤ C‖g‖Lq(Ω)

( ∫
B(x,4δ)

ρ(x, y)(λ−ν)q/(q−1)dy
)(q−1)/q

≤ C‖g‖Lq(Ω)

( ∫
B(x,4δ)

ρ(x, y)(qλ−ν)/(q−1)|B(x, ρ(x, y))|−1
)(q−1)/q

dy

≤ Cδλ−ν/q‖g‖Lq(Ω).
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For I3, we have

I3 ≤ Cρ(x, x′)

∫ 1

0

dt

∫
Ω\B(x,3δ)

ρ(α(t), y)λ−1−ν |g(y)|dy

≤ Cρ(x, x′)
( ∫

δ<ρ(x,y)<2R

ρ(x, y)(λ−1−ν)q/(q−1)dy
)(q−1)/q‖g‖Lq(Ω)

≤ Cρ(x, x′)ρλ−1−q+ν(q−1)/q‖g‖Lq(Ω)

= Cδλ−ν/q‖g‖Lq(Ω).

We have proved Tg ∈ Sλ−ν/q(Ω). For x0 ∈ ∂Ω and supp g ⊂ B(x0, R) ∩ Ω, similar to the
estimates above, we have analogous results.

From Definition 1.2.7, for general cases, we have

Definition 1.3.4. We define

ν̄ = max
x∈Ω

ν(x), (1.3.22)

as the general Métivier index on Ω.

Remark 1.3.8. It is obvious that ν̄ = ν if X satisfies the Métivier’s condition on Ω.

Remark 1.3.9. For more general vector fields X, the result of Theorem 1.3.5 would be also
hold if we use the general Métivier index ν̄ to replace the Métivier index ν. In this case the
corresponding Sobolev critical exponent in Hk,p

X (Ω) would be ν̄p/(ν̄ − kp).

1.4 Boundary-Value Problems

1.4.1 Bony’s Maximum Principle

Let

L =

m∑
j=1

X2
j (x) +X0(x) + c(x),

where {Xj}mj=1 are real smooth vector fields and c(x) ≤ 0 is a C∞ function defined on Ω.

Theorem 1.4.1 (Bony’s maximum principle I, cf. [5]). Suppose that u is a C2 function
defined on Ω, satisfying

Lu ≥ 0.

Let Z ∈ X(X1, . . . , Xm) be a vector field and Γ a integral curve for Z. If u attains its
non-negative maximum at a point in Γ, then u is constant within Γ.

Corollary 1.4.1 (Bony’s maximum principle II). Let the system of vector fields X satisfy
the Hörmander condition on Ω. If u ∈ C2(Ω) and 4Xu ≥ 0, then u can not take its
maximum on interior points of Ω expect that it is constant on the connected component of
those points.

Proof: This is the direct result from Rashevski-Chow’s connectivity theorem (i.e. Theorem
1.2.1) and Bony’s maximum principle I (i.e. Theorem 1.4.1).
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Remark 1.4.1. The operator L in Corollary 1.4.1 can be “very degenerate” at each point.
For example, (denote the coordinate as (x0, x1, · · · , xn) in Rn+1 ):

L =
∂2

∂x2
0

+
(
x0

∂

∂x1
+ x2

0

∂

∂x2
+ . . .+ xn0

∂

∂xn

)2
.

In order to prove Theorem 1.4.1, we need the following propositions and lemmas.

Proposition 1.4.1. Assume Ω is an open subset of Rn and F is a closed subset of Ω.
Suppose that the vector fields X(x) is Lipschitz in Ω and is tangent to F. Then every integral
curve of X which meets F at a point is entirely contained in F .

Remark 1.4.2. The proof of Proposition 1.4.1 is similar to the classical proof of the Cauchy-
Lipschitz uniqueness theorem for the solutions of ordinary differential equations.

Proof of Proposition 1.4.1: We shall use the contradictive method. Suppose that these
exists an integral curve x(t) satisfying x′(t) = X(x(t)), meeting F but not contained in F .
We can then find an interval [t0, t1] such that

x(t0) = x0 ∈ F and x(t) 6∈ F for t ∈]t0, t1].

Next, we have two claims (here we omit the proofs).
Claim 1: Let δ(t) be the distance of x(t) to F . There exists a positive constant K such
that, for t ∈]t0, t1], we have

lim inf
h→0

δ(t+ h)− δ(t)
|h|

≥ −Kδ(t).

Claim 2: Let f be a continuous function on an interval and satisfies, for every t in this
interval, that

lim inf
h→0

f(t+ h)− f(t)

|h|
≥ −M with M > 0,

then f is Lipschitz and its Lipschitz constant is M .
Finally, let

θ = min
(
t1 − t0,

1

2K

)
, and ε = sup δ(t) for t ∈ [t0, t0 + θ].

From the above two claims, the function δ is Lipschitz of constant Kε in [t0, t0 + θ]. Then
δ(t) ≤ θKε ≤ ε/2 for t ∈ [t0, t0 + θ], and this is a contradiction.

Proposition 1.4.2. Let X1, . . . , Xm be the C∞ class vectors fields and Z ∈ X(X1, . . . , Xm).
Then every integral curve of Z can be approached uniformly by piecewise differentiable
curves, whose each differentiable arc is an integral curve for one of the vector fields Xi.

Remark 1.4.3. To prove Proposition 1.4.2, we need the following lemma. For more details,
one can refer to [5].

Lemma 1.4.1. Let x(t) be the solution of{
x′(t) = Z(x(t)),

x(0) = x0.
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On the other hand, let y(t) be a Lipschitz function satisfying almost everywhere that{
y′(t) = Z(y(t)) + ω(t),

y(0) = x0.

Then
|x(t)− y(t)| ≤ ε

M
(eMt − 1),

where ε = sup |ω(t)| and M is the Lipschitz constant of Z.

Proposition 1.4.3. Let Ω be an open set of Rn and F a closed subset of Ω. Let X1, . . . , Xm

be the C∞ class vector fields in Ω, and each of them is tangent to F. On the other hand,
assume Z ∈ X(X1, . . . , Xm). Then, Z is tangent to F, and every integral curve of Z which
meets F at a point is entirely contained in F.

Proof: In fact, Let Γ be an integral curve of Z, passing the point x0 ∈ F. We can approach
it by piecewise differential curves, each arc of which is an integral curve for one of the Xi.
From Proposition 1.4.1, these curves are contained in F , i.e. Γ ⊂ F. The vector field Z is
then necessarily tangent to F. In fact, if there exists a sphere which is outside of F and
meeting F only at one point x, and if the normal vector of the sphere at this point is not
orthogonal to Z(x), then the integral curve of Z, passing by x, will go through in the sphere
and will not be contained in F anymore.

Proof of Theorem 1.4.1: Theorem 1.4.1 can be deduced by Proposition 1.4.1, Proposi-
tion 1.4.2 and Proposition 1.4.3. One can find the details in [5].

1.4.2 Linear Case

We consider {
−4Xu(x) = f(x), in Ω,

u(x) = 0, on ∂Ω,
(1.4.1)

where Ω is a bounded open domain of Rn, the real vector fields X = {X1, X2, · · · , Xm} is
C∞ and satisfies Hörmander’s condition on Ω. ∂Ω is C∞ smooth and non-characteristic for
the system of vector fields X.

Proposition 1.4.4 (Poincaré inequality). Suppose ∂Ω is C∞ and non-characteristic for
X, then the first eigenvalue λ1 of Dirichlet problem for −4X is positive and we have the
following Poincaré inequality

λ1‖u‖2L2(Ω) ≤
∫

Ω

|Xu|2dx, ∀u ∈ H1
X,0(Ω).

Proof of Proposition 1.4.4: We set

λ1 = inf
‖ϕ‖L2(Ω)=1,ϕ∈H1

X,0(Ω)
{‖Xϕ‖2L2(Ω)}.

Suppose that λ1 = 0. Then there exists {ϕj} ⊂ H1
X,0(Ω) such that ‖Xϕj‖L2(Ω) → 0

and ‖Xϕj‖L2(Ω) = 1. By the Sobolev embedding (see Theorem 1.3.5 and Remark 1.3.6),
H1
X,0(Ω) is compactly embedded into L2(Ω). The variational calculus deduces that there

exists ϕ̃ ∈ H1
X,0(Ω), ‖ϕ̃‖L2(Ω) = 1, ϕ̃ ≥ 0 satisfying

4X ϕ̃ = 0, ‖Xϕ̃‖L2(Ω) = 0.
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The Hörmander’s theorem of square sum (Theorem 1.1.1) implies that 4X is hypoelliptic
in Ω, and then we have ϕ̃ ∈ C∞(Ω) and

Xjϕ̃(x) = 0, ∀ x ∈ Ω, j = 1, · · · ,m.

This implies that ϕ̃ is constant along the integral paths of vector fields of X1, · · · , Xm. Now
Rashevski-Chow’s connectivity theorem (Theorem 1.2.1) implies that ϕ̃ is constant on each
connected component of Ω.

Since ∂Ω is non-characteristic, by taking x0 ∈ ∂Ω, then there exists a Xj such that if
Xjϕ̃ = 0 we have ϕ̃(x) = 0 near x0, which means ϕ̃(x) = 0 on Ω. This is impossible because
‖ϕ̃‖L2(Ω) = 1, so we prove finally λ1 > 0.

Definition 1.4.1. (1) The bilinear form B[ , ] associated with the operator −4X is

B[u, v] :=

∫
Ω

m∑
j=1

XjuXjvdx, for u, v ∈ H1
X,0(Ω).

(2) We say that u ∈ H1
X,0(Ω) is a weak solution of the boundary-value problem (1.4.1) if

B[u, v]−
∫

Ω

fvdx = 0, ∀v ∈ H1
X,0(Ω). (1.4.2)

Theorem 1.4.2 (Existence). If f(x) ∈ L2(Ω), then there is a weak solution of (1.4.1)
u(x) ∈ H1,2

X,0(Ω) .

Proposition 1.4.5 (Lax-Milgram Theorem, cf. [14]). Assume that

B : H ×H → R

is a bilinear mapping, for which there exist constants α, β > 0 such that

B[u, v] ≤ α‖u‖H‖v‖H , (u, v ∈ H)

and

B[u, u] ≥ β‖u‖2H , (u ∈ H).

Finally, let f : H → R be a bounded linear functional on H. Then there exists a unique
element u ∈ H such that

B[u, v] =< f, v >, for all v ∈ H.

Proof of Theorem 1.4.2: First, by direct calculations, we have

B[u, v] ≤ ‖u‖H1
X,0(Ω)‖v‖H1

X,0(Ω) and B[u, u] = ‖u‖2H1
X,0(Ω), for all u, v ∈ H1

X,0(Ω)

Then Proposition 1.4.5 (Lax-Milgram Theorem) implies the results of Theorem 1.4.2.

Theorem 1.4.3 (Sk,α(Ω) regularity). If f ∈ Sk,α(Ω̄), 0 ≤ α < 1, k ∈ N, u ∈ H1
X,0(Ω) is a

solution of −4Xu = f , then u(x) ∈ Sk+2,α(Ω̄).
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Let u ∈ C(Ω) be a weak solution of the problem −4Xu = f , then u = u1 +u2 such that

4Xu1 = 0, in Ω, (1.4.3)

and

u2(x) =

∫
Ω

G(x, y)f(y)dy, (1.4.4)

where G(x, y) is the fundamental solution of −4X (See Proposition 1.3.4). The Hörmander’s
condition implies that u1 ∈ C∞(Ω). Then for any K ⊂⊂ Ω, and k ∈ N, there exists a
constant D = Dk which depends on K, k,X and |u1|L∞(Ω) only, such that

‖u1‖Sk(K) ≤ Dk.

Proposition 1.4.6. Let f ∈ Sk,α(Ω), with supp f ∈ B1 = B(x0, R), and u ∈ C(Ω) be a
weak solution of the problem −4Xu = f . Then

‖u‖Sk+2,α(B1) ≤ Dk + C‖f‖Sk,α(B1) (1.4.5)

where Dk, C are the constants independent of f .

Proof: It is sufficient to prove that for f ∈ Sα(Ω) with supp f ∈ B1 = B(x0, R), then

‖u2‖S2,α(B1) ≤ C‖f‖Sα(B1). (1.4.6)

Step 1: Prove that u2 ∈ S1(B1) and

Xju2(x) =

∫
B1

Xj(x)G(x, y)f(y)dy, j = 1, 2, · · · ,m, x ∈ B1, (1.4.7)

and |Xju2|0,B1 ≤ CR|f |0,B1 .
Step 2: Prove that u2 ∈ S2(B1) and

XiXju2(x) =

∫
B1

Xi(x)Xj(x)G(x, y)(f(y)− f(x))dy + f(x)

∫
B(x0,2R)

Gij0 (x, y)dy, x ∈ B1,

(1.4.8)
for j = 1, 2, · · · ,m, where Gij0 (x, y) = Xi(x)Xj(x)G(x, y) satisfies the estimate (1.3.12).
Step 3: Prove that u2 ∈ S2,α(B1).

In fact, for x, x̄ ∈ B1, set δ = ρ(x, x̄), and take ξ ∈ B1 such that ρ(x, ξ), ρ(x̄, ξ) ≤ δ/2,
then for i, j = 1, · · · ,m, we have

XiXju2(x)−XiXju2(x̄)

=

∫
B(ξ,δ)

XiXjḠ(x̄, y)(f(x̄)− f(y))dy +

∫
B(ξ,δ)

XiXjḠ(x̄, y)(f(x̄)− f(y))dy

+

∫
B1\B(ξ,δ)

(XiXjḠ(x̄, y)−XiXjḠ(x, y))(f(y)− f(x̄))dy

+

∫
B1\B(ξ,δ)

XiXjḠ(x̄, y)(f(x̄)− f(x))dy + (f(x)− f(x̄))

∫
B(x0,2R)

Gij0 (x, y)dy

+ f(x̄)

∫
B(x0,2R)

(Gij0 (x, y)−Gij0 (x̄, y))dy =: I1 + I2 + I3 + I4 + I5 + I6.

where Ḡ(x, y) = φ(x)G(x, y)φ(y) and φ ∈ C∞0 (B(x0, 2R)) with φ(x) = 1 on B1 and |XJφ| ≤
CJ/R

|J|.
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Next, we can deduce that (here we omit the proofs)

|Ii| ≤ Cδα[f ]Xα,B1
, for i = 1, · · · , 6.

Then
XiXju2(x)−XiXju2(x̄) ≤ Cρ(x, x̄)α[f ]Xα,B1

,

for x, x̄ ∈ B1, with C depending only on α, n. This completes the proof of Proposition 1.4.6.

Theorem 1.4.4. Let f ∈ Sk,α(Ω) for some k ∈ N, α > 0 and u ∈ C(Ω) be a weak solution
of the equation −4Xu = f . Then for all x0 ∈ Ω, there exists R > 0 such that

‖u‖Sk+2,α(Bt) ≤ Ck‖f‖Sk,α(Bs) + C̄k
(
‖f‖L∞(B1) + ‖u‖L∞(B1)

)(
(s− t)R

)−r(k+α)
, (1.4.9)

for all 0 < t < s ≤ 1, where Ck and C̄k are independent of f .

From [56], we have (see [56], Lemma 3.8)

Lemma 1.4.2. Let ϕ(t) be a non-negative bounded function on [T0, T1] with 0 ≤ T0 < T1.
Assume that for any T0 ≤ t < s < T1 we have

ϕ(t) ≤ θϕ(x) +
A

(s− t)β
+B

with 1 > θ > 0, A,B, β ≥ 0; then we have

ϕ(t) ≤ C
{ A

(s− t)β
+B

}
for all T0 ≤ t < s ≤ T1, where C depends on β and θ only.

Proof of Theorem 1.4.4: Using (1.2.3) we have, for 0 < t < s ≤ 1,

dE(∂Bs, Bt) ≥ C((s− t)R)Q,

where Bt = B(x0, tR) and dE the Euclidean distance, thus there exists a function ζ ∈
C∞0 (Bs) such that ζ(x) = 1 on Bt and

[Xkζ]0 + ((s− t)R)Qα[Xkζ]Xα ≤ Ck((s− t)R)−Qk, (1.4.10)

for all k ∈ N, where [Xkζ] =
∑
|J|=k[XJζ].

Let f ∈ Sk,α(Ω) and u ∈ C(Ω) be a weak solution of the equation −4Xu = f . Then

L(ζu) = ζf −
m∑
j=1

2XjζXju−
m∑
j=1

(X2
j ζ)u.

Using Proposition 1.4.6 and the interpolation inequality (Proposition 1.3.1), we have

‖ζu‖Sk+2,α(Bs) ≤Dk + Ck
{

[Xkf ]Xα,Bs + ε[Xk+2u]Xα,Bs

+ ‖f‖Sk,0(Bs)((s− t)R)−Q(k+α) + C|u|0,Bs((s− t)R)−Q(k+α)
}
.

(1.4.11)

Then Lemma 1.4.2 and (1.4.11) imply (1.4.9).
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Proof of Theorem 1.4.3: We prove the result by dividing the problem into following two
steps.

Step 1, Interior regularity. Since the problem is local, given x0 ∈ Ω, We only need
to prove u(x) ∈ Sk+2,α(B(x0, R0)) for R0 > 0 small enough and B(x0, R0) ⊂ Ω. Thus the
interior regularity can be directly deduced from the result of Theorem 1.4.4.

Step 2, Boundary regularity. In case of x0 ∈ ∂Ω, similar to the classical Laplacian
equation, we need to use some transforms and then consider the special case only in which
x0 ∈ Ū and U = Ω ∩ B(x0, R) = {x ∈ B(x0, R) | xn > γ(x1, · · · , xn−1)}, where γ is the
definition function of the boundary near x0. Here the Bony’s maximum principle plays a
crucial role. We omit the proof here and one can refer to [14] for the more details.

Similarly, we have

Theorem 1.4.5 (Hk,p
X (Ω) regularity). If f ∈ Hk,p

X (Ω), 1 ≤ p < +∞, k ∈ N, u ∈ H1,2
X,0(Ω)

is a solution of −4Xu = f , then u(x) ∈ Hk+2,p
X (Ω).

Proof: The detail proof of Theorem 1.4.5 can be found in [51], Theorem 16.

1.4.3 Nonlinear Case

Here we suppose that the real vector fields X = {X1, X2, · · · , Xm} is C∞ and satisfies
Hörmander’s condition on a neighborhood of Ω̄. Then we consider{

−4Xu(x) = λu+ uq, in Ω,

u(x) = 0, on ∂Ω,
(1.4.12)

where Ω is a bounded open domain of Rn, 1 < q < (ν+ 2)/(ν− 2), ν is the general Métivier
index of X on Ω. ∂Ω is C∞ smooth and non-characteristic for X.

Theorem 1.4.6. Assume λ1 is the first Dirichlet eigenvalue of −4X , 0 < λ < λ1 and
1 < q < (ν+ 2)/(ν−2). Then there exists a non-trivial solution u ∈ H1

X,0(Ω) of the problem
(1.4.12).

Proof: We consider the minimization problem

iλ = inf
{∫

Ω

m∑
k=1

|Xku(x)|2dx− λ
∫

Ω

|u(x)|2dx; u ∈ H1
X,0(Ω), ‖u‖Lq+1(Ω) = 1

}
. (1.4.13)

Since 0 < λ < λ1, we have iλ > 0. Let {uj} ⊂ H1
X,0(Ω) be a minimizing sequence for

(1.4.13), i.e., a sequence such that

Aλ(uj) =

∫
Ω

m∑
k=1

|Xkuj(x)|2dx− λ
∫

Ω

|uj(x)|2dx→ iλ,

and ‖uj‖Lq+1(Ω) = 1. Without loss of generality, we can suppose that uj ≥ 0 (otherwise
we can replace {uj} by {|uj |}). Since {Aλ(uj)} and {‖uj‖Lq+1(Ω)} are bounded, then {uj}
is bounded in H1

X,0(Ω), and there is a subsequence converging weakly in H1
X,0(Ω) to u0 ∈

H1
X,0(Ω). By the compactness result of Theorem 1.3.5, the subsequence converges in Lq+1(Ω)

norm, so ‖u0‖Lq+1(Ω) = 1. By Hölder’s inequality, λ
∫

Ω
|uj(x)|2dx→ λ

∫
Ω
|u0(x)|2dx and so

Aλ(u0) ≤ iλ. But since iλ is minimum, we necessarily have Aλ(u0) = iλ. By a standard
variational argument, u0 satisfies

−4Xu0 = λu0 + iλu
q
0,
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in the distribution sense. We have proved Theorem 1.4.6 for u = (iλ)1/(q−1)u0 ∈ H1
X,0(Ω).

We study now the regularity of the weak solution in Theorem 1.4.6.

Proposition 1.4.7. Suppose that f ∈ Ls(Ω), s > ν/2, u ∈ L2ν/(ν−2)(Ω), u ≥ 0, and{
−4Xu(x) = fu, in Ω,

u(x) = 0, on ∂Ω.

Then we have that u is Hölder continuous in Ω̄, and for some β > 0, we have u ∈ Sβ(Ω̄).

Proof: By Hölder’s inequality fu ∈ Lq0(Ω) for 1/q0 = (ν − 2)/(2ν) + 1/s. Theorem 1.4.5
implies that u ∈ H2,q0

X (Ω), and thus by Theorem 1.3.5(1),

u ∈ Lp1(Ω), for 1/p1 = 1/q0 − 2/ν = (ν − 2)/(2ν)− (2/ν − 1/s).

Repeating this argument, we can deduce that

u ∈ Lpk(Ω), for 1/pk = (ν − 2)/2ν − k(2/ν − 1/s) and 1/pk > 0.

Suppose k is the largest possible. Then pk > ν/2 and u ∈ H2,pk
X (Ω), and so Theorem 1.3.5(2)

gives u ∈ Sβ(Ω̄) for 0 < β < 2− ν/pk.

Theorem 1.4.7. Suppose that f, g ∈ C∞(Ω), u ∈ L2ν/(ν−2), u ≥ 0 on Ω and

−4Xu = gu+ fuq, in Ω,

for 2 < q < (ν + 2)/(ν − 2). Then u ∈ C∞(Ω) ∩ S2,β(Ω̄) for some 0 < β < 1, and u > 0 on
Ω.

Proof: Let h = g + fuq−1 ∈ L2ν/((ν−2)(q−1))(Ω), then s = 2ν/((ν − 2)(q − 1)) > ν/2. It
follows from Proposition 1.4.7 that u ∈ Sβ(Ω̄) for some 0 < β < 1 and u > 0 on Ω. Since
q > 2 and u is bounded away from zero, we also have uq ∈ Sβ(Ω̄). Thus, we conclude from
Theorem 1.4.3 that u ∈ S2,β(Ω̄). From the Bony’s maximum principle we have u > 0 on Ω.
Then in the interior of Ω, uq ∈ S2,β(Ω̄), so we can repeat this argument in the interior of Ω,
and by induction we can deduce that u ∈ C∞(Ω), which proves the result of Theorem 1.4.7.
If q ∈ N, we can also obtain u ∈ C∞(Ω̄).

Next, we consider {
−4Xu(x) + a(x)u = uq, in Ω,

u(x) = 0, on ∂Ω,
(1.4.14)

where Ω is a bounded open domain of Rn, q = (ν+2)/(ν−2) is the critical Sobolev embedded
exponent, ν is the general Métivier index of X on Ω.

For u ∈ H1
X,0(Ω), let

I = inf{‖Xu‖2L2(Ω) +

∫
Ω

a(x)u2(x)dx;u ∈ H1
X,0(Ω),

∫
Ω

|u|2ν/(ν−2)dx = 1},

and

S = inf{
∫

Ω

|Xu|2dx;u ∈ H1
X,0(Ω),

∫
Ω

|u|2ν/(ν−2)dx = 1}.
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Theorem 1.4.8 (Concentration-compactness principle on C-C space). Let {uj} be a bound-
ed sequence and converges to u weakly in H1

X,0(Ω) and |Xuj |2dx ⇀ µ, |uj |2ν/(ν−2)dx ⇀ η
weakly in the sense of measure where µ and η are bounded non-negative measures. Then

(1) There exists at most a countable set J , a family {xj}j∈J ⊂ Ω and {ηj , j ∈ J} of
positive numbers such that

η = |u|2ν/(ν−2)dx+
∑
j∈J

ηjδxj .

(2) In addition we have

µ = |Xu|2dx+ S
∑
j∈J

η
(ν−2)/ν
j δxj and

∑
j∈J

η
(ν−2)/ν
j <∞.

We consider that there exists α > 0 such that

‖Xϕ‖2L2(Ω) +

∫
Ω

a(x)ϕ2(x)dx ≥ α‖Xϕ‖2L2(Ω). (1.4.15)

Theorem 1.4.9. Suppose that a(x) ∈ C∞(Ω̄) satisfies (1.4.15) and {uj} is the minimizing
sequence of I. If I < S, then {uj} is a relative compactness of minimizing sequence for I
in H1

X,0(Ω). Hence there is a minimal element u ∈ H1
X,0(Ω). If I > 0, then there exists a

constant C such that Cu is the weak solution of (1.4.14). Moreover u ∈ C∞(Ω) ∩ Cα(Ω̄),
for some α > 0.

Remark 1.4.4. The detail proofs of Theorem 1.4.8 and Theorem 1.4.9 can be found in [2],
in which the technique of micro-local analysis has been used.

1.5 Estimates of Eigenvalues in Finitely Degenerate
Cases

1.5.1 Retrospect: the Classical Cases

Let us consider the following Dirichlet eigenvalue problems in H1
X,0(Ω),{

−4Xu = λu, in Ω,

u = 0, on ∂Ω.
(1.5.1)

In the classical case, X = {∂x1 , · · · , ∂xn}, 4X is the Laplacian 4.

Proposition 1.5.1 (Weyl’s asymptotic formula, cf. [55]). The k-th Dirichlet eigenvalue for
−4 satisfies

λk ∼ Cn(k/|Ω|n)2/n, (1.5.2)

where |Ω|n is the n-dimensional Lebesgue measure of Ω and Cn = (2π)2B
−2/n
n with Bn being

the volume of the unit ball in Rn.

Remark 1.5.1. Pólya [47] proved that the asymptotic relation (1.5.2) is in fact a one-sided
inequality if Ω is a plane domain which tiles R2 (and his proof also works in Rn). Also he
proposed following conjecture which is still open.

Pólya Conjecture: the inequality

λk ≥ Cn(k/|Ω|n)2/n, for any k ≥ 1, (1.5.3)

holds for any domain Ω in Rn.
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Proposition 1.5.2 (Li-Yau’s inequality, c.f. [36]). The eigenvalues for −4 satisfy

k∑
i=1

λi ≥
nCn
n+ 2

k
n+2
n |Ω|−

2
n

n , for any k ≥ 1, (1.5.4)

where |Ω|n is the n-dimensional Lebesgue measure of Ω and Cn = (2π)2B
−2/n
n with Bn being

the volume of the unit ball in Rn.

For the upper bounds of eigenvalues, Payne et al. [46] proved

λk+1 − λk ≤
4

nk

k∑
i=1

λi.

Further, in 1991, Yang [57] proved a very sharp universal inequality:

k∑
i=1

(λk+1 − λi)2 ≤ 4

n

k∑
i=1

λi(λk+1 − λi).

In 2007, from the above Yang’s inequality and recursion formula, Cheng and Yang [11]
proved

λk+1 ≤ k
2
nλ1, for large k and n.

On the other hand, if there exists a constant c0 such that

r|Ωr|n ≤ c0|Ω|(n−1)/n
n , for every r > |Ω|−1/n

n , (1.5.5)

where Ωr = {x ∈ Ω | dist(x, ∂Ω) < r}. Then Kröger [34] gained that

k∑
i=1

λi ≤
nCn
n+ 2

k
n+2
n |Ω|−

2
n

n + C̄nk
n+1
n , (1.5.6)

for any k ≥ cn0 , where C̄n is a constant which depends only on Ω and n.

1.5.2 Asymptotic Estimates and Lower Bounds

Proposition 1.5.3. Suppose the system of vector fields X satisfies Hörmander’s condition
on a neighborhood of Ω. If ∂Ω is C∞ and non-characteristic for X, then the operator −4X
has a sequence of discrete Dirichlet eigenvalues 0 < λ1 ≤ λ2 ≤ λ3 ≤ · · · ≤ λk ≤ · · · , and
λk →∞, such that for any k ≥ 1, the Dirichlet problem{

−4Xϕk = λkϕk, in Ω,

ϕk = 0, on ∂Ω,

admits a non trivial solution ϕk ∈ H1
X,0(Ω). Moreover, {ϕk}k≥1 constitute an orthonormal

basis of the Sobolev space H1
X,0(Ω).

Proof: First, from Proposition 1.4.4, it holds that

(−4Xu, u)L2(Ω) = ‖Xu‖2L2(Ω) ≥ λ1‖u‖2L2(Ω), ∀ u ∈ H
1
X,0(Ω), and u 6≡ 0.
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Also
(−4Xu, v)L2(Ω) = (u,−4Xv)L2(Ω), ∀u, v ∈ H1

X,0(Ω).

Then the operator −4X is positive definite and self-adjoint on H1
X,0(Ω). Lax-Milgram

Theorem implies that for any g ∈ H−1
X (Ω), the following Dirichlet problem{
−4Xu = g, in Ω,

u = 0, on ∂Ω,

admits a unique solution u ∈ H1
X,0(Ω), where H−1

X (Ω) is the dual space of H1
X,0(Ω) with the

norm

‖g‖H−1
X (Ω) = sup

φ∈C∞0 ,φ6=0

|〈g, φ〉|
‖φ‖H1

X,0(Ω)

,

and −4X : H1
X,0(Ω) → H−1

X (Ω) is continuous. Thus the inverse operator −4−1
X is well-

defined and is a continuous map from H−1
X (Ω) to H1

X,0(Ω). The compact embedding i:

H1
X,0(Ω)→ L2(Ω) and the continuous embedding i∗: L2(Ω)→ H−1

X (Ω) imply that

K := −4−1
X ◦ i

∗ ◦ i : H1
X,0(Ω)→ H1

X,0(Ω)

is compact and self-adjoint. Then there exist eigenvalues {ηk} of compact operator K such
that ηk > 0, for k ≥ 1 and ηk → 0. If {φk} are the associated normal eigenfunctions, we have
that Kφk = ηkφk for any k ≥ 1 and {φk} form a complete basis of Hilbert space H1

X,0(Ω).
This completes the proof.

Proposition 1.5.4 (Métivier’s asymptotic formula, cf. [37]). If X satisfies Hörmander’s
condition and Métivier’s condition on a neighborhood of Ω, then the following asymptotic
result

λk ≈ k
2
ν , as k → +∞, (1.5.7)

holds, where Métivier index ν is defined by (1.2.4).

For general finitely degenerate operator, by using the sub-elliptic estimate (see Theorem
1.1.2), we can deduce that

Theorem 1.5.1. Suppose the system of vector fields X satisfies the Hörmander’s condition
on Ω with the Hörmander index Q. Let λj be the jth Dirichlet eigenvalue of the problem
(1.5.1), then for all k ≥ 1,

k∑
j=1

λj ≥ C1k
1+ 2

Qn − C̃(Q)k, (1.5.8)

where C1 = nQ(2π)
2
Q

C(Q)·(nQ+2)(|Ω|nBn)
2
nQ

, C(Q) and C̃(Q) are the constants in Theorem 1.1.2, Bn

is the volume of the unit ball in Rn, |Ω|n is the volume of Ω.

Remark 1.5.2. (1) Since kλk ≥
∑k
j=1 λj, then Theorem 1.5.1 show that the Dirichlet

eigenvalues λk satisfy

λk ≥ C1k
2
Qn − C̃(Q), for all k ≥ 1.

(2) If 4X = 4 is Laplacian, then the Hörmander index Q = 1, C(Q) = 1 and C̃(Q) = 0.
Thus for all k ≥ 1, the lower bound estimate (1.5.8) gives the same result to the Li-Yau’s
estimate (1.5.4).
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(3) However, when Hörmander index Q > 1, the increasing order of k in the lower bounds
(1.5.8) is 2/(Qn) , which is smaller than the order of k in the Métivier’s asymptotic formula
(1.5.7). That means the lower bounds of Dirichlet eigenvalues in (1.5.8) are not precise.
Indeed, one example below with Q = 2 gives a precise lower bounds of Dirichlet eigenvalues.

Example 1.5.1. For the Kohn Laplacian in Heisenberg group on a bounded Ω ⊂ R2N+1,
we know that for this example the Hörmander’s condition and Métivier’s condition are all
satisfied with Q = 2 and ν = 2N + 2. Then, Hansson and Laptev [20] and [21] proved that

λk ≥
( (2π)N+1(N + 1)N+2

2C̄N (N + 2)N+1|Ω|
) 1
N+1

k
1

N+1 , for all k ≥ 1,

where C̄N =
∑
n1,··· ,nN≥0

1
(2(n1+···+nN )+N)N+1 .

Now, let us give the lower bounds of the Dirichlet eigenvalues for another class of finitely
degenerate elliptic operator which are more precise than the estimates (1.5.8).

Theorem 1.5.2. Let X = (∂x1
, · · · , ∂xn−1

, xl1∂xn), l ∈ N, n ≥ 2, Ω is a smooth bounded
open domain in Rn and Ω ∩ {x1 = 0} 6= ∅. Then X satisfies the Hörmander’s condition
with the Hörmander index Q = l + 1. Also the generalized Métivier index ν̄ = Q + n − 1.
Suppose λj be the jth Dirichlet eigenvalue of the problem (1.5.1), then

k∑
j=1

λj ≥ C(n,Q,Ω)k1+ 2
Q+n−1 − C̃(Q)k, for all k ≥ 1,

where

C(n,Q,Ω) =
AQ

Ĉ(Q)n(n+Q+ 1)
(

(2π)n

|Ω|nωn−1Q
)

2
n+Q−1 (n+Q− 1)

n+Q+1
n+Q−1 ,

and

Ĉ(Q) = C(Q) + min{1, Q− 1} > 0, AQ =

{
min{1, n

3−Q
2 }, Q ≥ 2,

n, Q = 1;

C(Q) and C̃(Q) are the constants in Theorem 1.1.2, ωn−1 is the area of the unit sphere in
Rn, |Ω|n is the volume of Ω.

Remark 1.5.3. (1) X = (∂x1 , · · · , ∂xn−1 , x
l
1∂xn) in Theorem 1.5.2 does not satisfy the

Métivier’s condition.
(2) If l = 0, then we have

4X = 4, Q = 1, Ĉ(Q) = 1, C2 = 0, AQ = n,

and C(n,Q,Ω) = n
n+2 (2π)2B

− 2
n

n |Ω|
2
n
n . Thus the result of Theorem 1.5.2 is the same to the

result of Li-Yau’s estimate (1.5.4).

The proof of Theorem 1.5.2 is dependent on the following results.

Lemma 1.5.1. For the system of vector fields X = (X1, · · · , Xm), if {ψj}kj=1 are the set of

orthonormal eigenfunctions corresponding to the Dirichlet eigenvalues {λj}kj=1. Define

Ψ(x, y) =

k∑
j=1

ψj(x)ψj(y).
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Then for the partial Fourier transformation of Ψ(x, y) in the x-variable,

Ψ̂(z, y) = (2π)−n/2
∫
Rn

Ψ(x, y)e−ix·zdx,

we have ∫
Ω

∫
Rn
|Ψ̂(z, y)|2dzdy = k, and

∫
Ω

|Ψ̂(z, y)|2dy ≤ (2π)−n|Ω|n.

Lemma 1.5.2. Let f be a real-valued function defined on Rn with 0 ≤ f ≤ M1, and if for
Q ∈ Z+, ∫

Rn
(

n−1∑
i=1

z2
i + |zn|2/Q)f(z)dz ≤M2.

Then ∫
Rn
f(z)dz ≤ 1

n+Q− 1
(M1Qωn−1)

2
n+Q+1

(n(Q+ n+ 1)

AQ

)n+Q−1
n+Q+1

M
n+Q−1
n+Q+1

2 ,

where ωn−1 is the area of the unit sphere in Rn, and

AQ =

{
min{1, n

3−Q
2 }, Q ≥ 2,

n, Q = 1.

Proposition 1.5.5. If X belongs to the system of vector fields in Theorem 1.5.2, then we
have the following sub-elliptic estimate

n−1∑
i=1

∥∥∂xiu∥∥2

L2(Ω)
+
∥∥|∂xn |1/Qu∥∥2

L2(Ω)
≤ Ĉ(Q)(‖Xu‖2L2(Ω) + C̃(Q)‖u‖2L2(Ω)), (1.5.9)

for all u ∈ C∞0 (Ω). Where |∂xn |1/Q is a pesudo-differential operator with the symbol |ξn|1/Q,

Ĉ(Q) = C(Q) + min{1, Q− 1} > 0, C(Q) and C̃(Q) are the constants in (1.1.15).

Proof of Theorem 1.5.2: Let X = (∂x1 , · · · , ∂xn−1 , x
l
1∂xn), {λk}k≥1 be a sequence of the

Dirichlet eigenvalues for the problem (1.5.1), {ψk(x)}k≥1 be the corresponding eigenfunc-
tions, then {ψk(x)}k≥1 constitute an orthonormal basis of the Sobolev space H1

X,0(Ω).

Let Ψ(x, y) =
∑k
j=1 ψj(x)ψj(y). By using Plancherel’s formula and Proposition 1.5.5,

we have∫
Rn

∫
Ω

(

n−1∑
i=1

z2
i + |zn|2/Q)|Ψ̂(z, y)|2dydz

=

∫
Rn

∫
Ω

( n−1∑
i=1

∣∣∂xiΨ(x, y)
∣∣2 +

∣∣|∂xn |1/QΨ(x, y)
∣∣2)dydx

=

∫
Ω

∫
Ω

( n−1∑
i=1

∣∣∂xiΨ(x, y)
∣∣2 +

∣∣|∂xn |1/QΨ(x, y)
∣∣2)dydx

≤ Ĉ(Q)
(∫

Ω

∫
Ω

|X(x)Ψ(x, y)|2dxdy + C̃(Q)

∫
Ω

∫
Ω

|Ψ(x, y)|2dxdy
)
.

(1.5.10)
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Next, we can deduce that∫
Ω

∫
Ω

|X(x)Ψ(x, y)|2dxdy =

∫
Ω

( n∑
l=1

∫
Ω

|
k∑
j=1

(Xl(x)ψj(x))ψj(y)|2dx
)
dy

=

n∑
l=1

(∫
Ω

k∑
j=1

|Xl(x)ψj(x)|2
)
dx

= −
∫

Ω

k∑
j=1

ψj(x)4Xψj(x)dx =

k∑
j=1

λj .

(1.5.11)

Thus from Lemma 1.5.1, (1.5.10) and (1.5.11) give that∫
Rn

∫
Ω

(

n−1∑
i=1

z2
i + |zn|2/Q)|Ψ̂(z, y)|2dydz ≤ Ĉ(Q)(

k∑
j=1

λj + C̃(Q)k).

Now we choose

f(z) =

∫
Ω

|Ψ̂(z, y)|2dy,M1 = (2π)−n|Ω|n,M2 = Ĉ(Q)
( k∑
j=1

λj + C̃(Q)k
)
.

Then the results of Lemma 1.5.1 and Lemma 1.5.2 give that, for any k ≥ 1,

k ≤ 1

n+Q− 1
(
Q|Ω|nωn−1

(2π)n
)

2
n+Q+1

(n(Q+ n+ 1)

AQ

)n+Q−1
n+Q+1 ·

(
Ĉ(Q)(

k∑
j=1

λj + C̃(Q)k)
)n+Q−1
n+Q+1

.

This means, for any k ≥ 1,

k∑
j=1

λj ≥ C(n,Q,Ω)k1+ 2
n+Q−1 − C̃(Q)k,

with

C(n,Q,Ω) =
AQ

Ĉ(Q)n(n+Q+ 1)

( (2π)n

|Ω|nωn−1Q

) 2
n+Q−1

(n+Q− 1)
n+Q+1
n+Q−1 ,

and

Ĉ(Q) = C(Q) + min{1, Q− 1} > 0, AQ =

{
min{1, n

3−Q
2 }, Q ≥ 2,

n, Q = 1.

Proof of Lemma 1.5.1: Since∫
Rn

Ψ2(x, y)dx =

∫
Rn
|Ψ̂(z, y)|2dz.

Hence by the orthonormality of {ψj}kj=1, one has∫
Ω

∫
Rn
|Ψ̂(z, y)|2dzdy =

∫
Ω

∫
Rn
|Ψ(x, y)|2dxdy =

∫
Ω

∫
Ω

|Ψ(x, y)|2dxdy = k.
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On the other hand,∫
Rn
|Ψ̂(z, y)|2dy =

∫
Ω

(2π)−n|
∫
Rn

Ψ(x, y)e−ix·zdx|2dy =

∫
Ω

(2π)−n|
∫

Ω

Ψ(x, y)e−ix·zdx|2dy.

Using the Fourier expansion for the function e−ix·z, i.e.

e−ix·z =

∞∑
j=1

aj(z)ψj(x), with aj(z) =

∫
Ω

e−ix·zψj(x)dx.

Then we know that
∞∑
j=1

|aj(z)|2 =

∫
Ω

|e−ix·z|2dx = |Ω|n.

Thus

|
∫

Ω

Ψ(x, y)e−ix·zdx| ≤ |
∫

Ω

k∑
j=1

∞∑
l=1

al(z)ψl(x)ψj(x)ψj(y)dx| = |
k∑
j=1

aj(z)ψj(y)|.

Using the estimates above, we have∫
Ω

|Ψ̂(z, y)|2dy ≤ (2π)−n
∫

Ω

|
k∑
j=1

aj(z)ψj(y)|2dy = (2π)−n
k∑
j=1

|aj(z)|2 ≤ (2π)−n|Ω|n.

Proof of Lemma 1.5.2: First, we choose R such that∫
Rn

(

n−1∑
i=1

z2
i + |zn|2/Q)g(z)dz = M2,

where

g(z) =


M1,

n−1∑
i=1

z2
i + |zn|2/Q < R2,

0,

n−1∑
i=1

z2
i + |zn|2/Q ≥ R2.

Then (

n−1∑
i=1

z2
i + |zn|2/Q −R2)(f(z)− g(z)) ≥ 0, hence

R2

∫
Rn

(f(z)− g(z))dz ≤
∫
Rn

(

n−1∑
i=1

z2
i + |zn|2/Q)(f(z)− g(z))dz ≤ 0. (1.5.12)

Now we have

M2 =

∫
Rn

(

n−1∑
i=1

z2
i + |zn|2/Q)g(z)dz = M1

∫
B̃R

(

n−1∑
i=1

z2
i + |zn|2/Q)dz

= M1Q

∫
BR

|z|2|zn|Q−1dz =
M1Q

n

∫
BR

|z|2(

n∑
i=1

|zi|Q−1)dz,

(1.5.13)
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where

B̃R = {z ∈ Rn,
n−1∑
i=1

z2
i + |zn|2/Q ≤ R2}, BR = {z ∈ Rn, |z| ≤ R}.

On the other hand,

n∑
i=1

|zi|Q−1 = |z|Q−1
n∑
i=1

(
|zi|
|z|

)Q−1 ≥ AQ|z|Q−1, (1.5.14)

where

AQ =

{
min{1, n

3−Q
2 }, Q ≥ 2,

n, Q = 1.

Then (1.5.13) and (1.5.14) imply

M2 ≥
M1QAQ

n

∫
BR

|z|Q+1dz =
M1QAQωn−1

n(n+Q+ 1)
Rn+Q+1. (1.5.15)

From the definition of g(z), we know∫
Rn
g(z)dz = M1

∫
B̃R

dz = M1Q

∫
BR

|zn|Q−1dz

≤M1Q

∫
BR

|z|Q−1dz =
M1Qωn−1

n+Q− 1
Rn+Q−1.

(1.5.16)

Combining (1.5.12), (1.5.15) and (1.5.16), we can gain∫
Rn
f(z)dz ≤

∫
Rn
g(z)dz ≤ 1

n+Q− 1
(M1Qωn−1)

2
n+Q+1

(n(Q+ n+ 1)

AQ

)n+Q−1
n+Q+1

M
n+Q−1
n+Q+1

2 .

Proof of Proposition 1.5.5: First, when Q = 1, 4X = 4 and (1.5.9) is an obvious
result. For Q > 1 and u ∈ C∞0 (Ω), from Plancherel’s formula, we have∥∥|∂xn |1/Qu∥∥2

L2(Ω)
=
∥∥|∂xn |1/Qu∥∥2

L2(Rn)
=
∥∥|ξn|1/Qû∥∥2

L2(Rn)

≤
∥∥|ξ|1/Qû∥∥2

L2(Rn)
=
∥∥|∇|1/Qu∥∥2

L2(Rn)

=
∥∥|∇|1/Qu∥∥2

L2(Ω)
.

(1.5.17)

Also,
n−1∑
i=1

∥∥∂xiu∥∥2

L2(Ω)
≤ ‖Xu‖2L2(Ω). (1.5.18)

Combining (1.1.15), (1.5.17) and (1.5.18), we can gain the sub-elliptic estimate (1.5.9).

Similarly, we have

Theorem 1.5.3. Let X = (∂x1
, · · · , ∂xn−2

, xpi ∂xn−1
, xqj∂xn), n ≥ 3, i, j ∈ {1, 2, · · · , n− 2},

p, q ∈ N. If Ω is a smooth bounded open domain in Rn with Ω ∩ {xi = 0} 6= ∅ and
Ω∩{xj = 0} 6= ∅. Then X satisfies the Hörmander’s condition on Ω with Q = max{p, q}+1
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and the generalized Métivier index ν̄ = n+ p+ q. Suppose λj be the jth Dirichlet eigenvalue
of the problem (1.5.1), then

k∑
j=1

λj ≥ C1(n, p, q,Ω)k1+ 2
ν̄ − C2(p, q)k, for all k ≥ 1,

where constants C1(n, p, q,Ω) > 0 and C2(p, q) = max{C̃(p+ 1), C̃(q+ 1)} ≥ 0 are indepen-
dent of k, and C̃(p+ 1), C̃(q + 1) are constants in (1.1.15).

To prove Theorem 1.5.3, we need following lemmas.

Lemma 1.5.3. Let X = (∂x1 , · · · , ∂xn−2 , x
p
i ∂xn−1 , x

q
j∂xn), n ≥ 3, i, j ∈ {1, 2, · · · , n − 2},

p, q ∈ N. If Ω is a smooth bounded open domain in Rn with Ω ∩ {xi = 0} 6= ∅ and
Ω ∩ {xj = 0} 6= ∅. Then we have the following sub-elliptic estimate

n−2∑
l=1

∥∥∂xlu∥∥2

L2(Ω)
+
∥∥|∂xn−1

|
1
p+1u

∥∥2

L2(Ω)
+
∥∥|∂xn | 1

q+1u
∥∥2

L2(Ω)
≤ C1(‖Xu‖2L2(Ω) + C2‖u‖2L2(Ω)),

for all u ∈ C∞0 (Ω), where the constants C1, C2 are only dependent on p, q, n,Ω.

Lemma 1.5.4. Let f be a real-valued function defined on Rn with 0 ≤ f ≤M1. If∫
Rn

(

n−2∑
i=1

z2
i + |zn−1|

2
p+1 + |zn|

2
q+1 )f(z)dz ≤M2,

with p, q ∈ N+. Then∫
Rn
f(z)dz ≤ (p+ 1)(q + 1)ωn−1

n+ p+ q
M

2
n+p+q+2

1 (
3n

n+p+q+2
2

2n
)

n+p+q
n+p+q+2M

n+p+q
n+p+q+2

2 ,

where ωn−1 is the area of the unit sphere in Rn.

Remark 1.5.4. The proof of Theorem 1.5.3, Lemma 1.5.3 and Lemma 1.5.4 are similar to
those in Theorem 1.5.2, Lemma 1.5.2 and Proposition 1.5.5.

Remark 1.5.5. The result of Theorem 1.5.3 can be deduced to the more general Grushin
type degenerate vector fields

X = {∂x1
, · · · ∂xn−k , f1(x̄)∂xn−k+1

, · · · , fk(x̄)∂xn},

where x̄ = (x1, · · · , xn−k) for 2 ≤ k < n, fj(x̄)(1 ≤ j ≤ k) are smooth functions with finite
order zero point in Ω. In this case, we can also obtain that the lower bounds of λk will be at
least polynomial increasing in k with the power 2/ν̄.



Chapter 2

Infinitely Degenerate Elliptic
Equations

2.1 Hypoellipticity and Logarithmic Regularity Estimate

2.1.1 Motivations of Infinitely Degenerate Elliptic Equations from
Complex Geometry

Definition 2.1.1 (Infinitely degenerate elliptic operator). If the system of vector fields
X does not satisfy the Hörmander’s condition on Ω, then we say that X is an infinitely
degenerate system of vector fields on Ω and 4X =

∑m
i=1X

2
i is an infinitely degenerate

elliptic operator.

Example 2.1.1. Let X = {∂x1 , ∂x2 , · · · , ∂xn−1 , ϕ(x1)∂xn}, where

ϕ(x1) =

{
e
− 1
|x1| , x1 6= 0,

0, x1 = 0,

defined on an open domain Ω of Rn which contains the origin, then 4X is an infinitely
degenerate elliptic operator on Ω.

We can found the motivations for infinitely degenerate operators from the complex ge-
ometry:

Let Ω ⊂ Ck be a pseudo-convex domain or pseudo-convex CR manifold with smooth
boundary. Consider following ∂̄-Neumann equation

∂̄∂̄∗u+ ∂̄∗∂̄u = f, (2.1.1)

where ∂̄∗ is L2-adjoint of ∂̄. If for any x0 ∈ Ω̄, in a neighborhood U of x0 and on U ∩ Ω̄,
there exist ε > 0 and C > 0, such that

‖u‖2ε ≤ C(‖∂̄u‖20 + ‖∂̄∗u‖20 + ‖u‖20). (2.1.2)

Then if f ∈ C∞(U ∩ Ω̄), we have u ∈ C∞(U ∩ Ω̄).
The principal part L of ∂̄-Neumann operator ∂̄∂̄∗+ ∂̄∗∂̄ is a sum of square operator with

real dimension n = 2k − 1, and satisfies the sub-elliptic estimate (2.1.2).

41
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Indeed, we can choose real C∞ vector fields Xj , j = 1, 2, · · · , 2k, spanning the real and
imaginary parts of holomorphic vector fields tangent to the boundary in such a way that

L = −
2k∑
j=1

X∗jXj ,

where X∗j is the formal adjoint of Xj .

The simplest example is the operator on the boundary of the unit ball in C2. After a
change of variable to R3, the principal part L of ∂̄-Neumann operator is

L = −{(∂x1
+ 2x2∂x3

)2 + (∂x2
− 2x1∂x3

)2}. (2.1.3)

Then L is finite type degenerate elliptic operator, and the sub-elliptic estimate (2.1.2) holds
for ε = 1

2 .
In connection with (2.1.3), it is also worthwhile to recall the example of H. Lewy [35] of an

operator (∂̄ as it acts on scalar functions), that is not locally solvable. In these coordinates
Lewy’s operator is

(∂x1
+ 2x2∂x3

) + i(∂x2
− 2x1∂x3

). (2.1.4)

In 1981, Fefferman-Phong proved that, for degenerate elliptic operators P , the sub-
elliptic estimate (2.1.2) holds iff P is the operator with finite order degeneracy (e.g. for
sum of square operator, the Hörmander condition is satisfied). That means, at points of
infinite type, the sub-elliptic estimate (2.1.2) will be not satisfied. However, there were a lot
of examples in complex geometry in which the boundary of pseudo-convex domain Ω has
singular points with infinite type degeneracy.

Example 2.1.2 (Example for points of infinite type on the boundary). Suppose the boundary
of Ω near the origin has the form

Re(zk) =

N∑
j=1

|hj(z1, · · · , zk−1)|2e−1/(|z1|2+|z2|2+···+|zk−1|2), (2.1.5)

where hj are holomorphic functions in Ck−1 with an isolated zero at the origin.

In 1987, Y. Morimoto [39] (also see M. Christ [13] for general case in 1997) proved
that, if infinitely degenerate elliptic operator satisfies the so-called logarithmic regularity
estimate, then it is hypo-elliptic (the details please see the contents below). Later in 2002,
by using sub-elliptic multipliers method, J. Kohn [27] gave a purely geometrical condition for
the hypo-ellipticity at points of infinite type degeneracy on the boundary of pseudo-convex
domain Ω (also see [28]-[31]).

2.1.2 Hypoellipticity and Some Applications

The first known hypoellipticity results for infinitely degenerate operators are due to
Fedĭi[15] by the means of priori estimates, where the simplest example is P = ∂2

x + k(x)∂2
y

with k(x) > 0 for x 6= 0,
√
k(x) is smooth and it may vanish to any order at the origin.

Later, Kusuoka and Stroock [26] obtained the following remarkable result:

Theorem 2.1.1 (c.f. [26]). Let ϕ(ξ) ∈ C∞b (R1) be a non negative even function which
satisfies: ϕ(ξ) = 0 if and only if ξ = 0, ϕ(ξ) is non-decreasing in ξ ∈ [0,∞). Define
X = (∂x1, ∂x2, ϕ(x1)∂x3) on C∞(R3), then 4X is hypoelliptic on R3 if and only if

lim
x1→0

x1 log |ϕ(x1)| = 0,
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where C∞b (R1) = {u ∈ C∞(R1);u is bound}.

Remark 2.1.1. The main method in [26] is Malliavin calculus(also called stochastic calculus
of variations) in stochastic process. Later, Morimoto [39] also gain the same results by
using the theory of pseudo-differential operators in PDE. Also, we give the results about
hypoellipticity of some other infinitely degenerate operators defined on R3 (cf. [23, 39, 41]).

(I) The operator

L1 = ∂2
x1

+ exp(−1/|x1|σ)∂2
x2

+ x2k
1 ∂2

x3
,

where σ > 0, k ∈ N+, then the operator L1 is hypoelliptic if and only if σ < k + 1.
(II) If σ1, σ2 > 0, then the operator

L2 = ∂2
x1

+ exp(−1/|x1|σ1)∂2
x2

+ exp(−1/|x1|σ2)∂2
x3

is hypoelliptic.
(III) The operator

L3 = ∂2
x1

+ exp(−1/|x1|σ)∂2
x2
− x2k

1 ∂x3 ,

where σ > 0, k ∈ N+, then the operator L3 is hypoelliptic if and only if σ < 2k + 2.

Let {X1, · · · , Xm} denote a system of real smooth vector fields defined on an open
subset Ω of Rn. For any positive integer k, let X(k) denote a matrix whose columns consist
of X1, · · · , Xm, together with all vector fields of the form

[Xi1 , Xi2 ]mi1,i2=1; · · · ; [Xi1 , [Xi2 , [Xi3 , · · · , [Xim−1 , Xim ]]] · · · ]mi1,i2,··· ,im=1,

arranged in a specified order. The symbol [·, ·] denotes the Lie bracket operation on vector
fields. For any x ∈ Ω and m ≥ 1, define λ(m)(x) to be the smallest eigenvalues of the
matrices [X(m)(x)]2. Note that λ(m)(x) is independent of the choice of the basis in the
space of vector fields and is also independent of the specific ordering of the columns referred
to above.

Remark 2.1.2 (cf. [3]). λ(m)(x) > 0 for some m ≥ 1 if and only if Hörmander condition
holds for X at x ∈ Ω.

Definition 2.1.2 (Non-Hörmander points). We say that x ∈ Ω is a Hörmander point for the
operator 4X if there is an integer m ≥ 1 such that λ(m)(x) > 0. The set of all Hörmander
point is denoted by H. Note that the sets H is open in Ω. The points in the closed sets Hc

will be called non-Hörmander points.

Remark 2.1.3. It follows from Fefferman and Phong’s results in [16] that 4X is not sub-
elliptic on Hc.

Theorem 2.1.2 (c.f. [3]). Suppose that the non-Hörmander set Hc of X is contained in
a C2 submanifold M of Ω satisfying codimension M = 1 and M is non-characteristic with
respect to X. Assume further for every x ∈ Hc, there exist an integer m ≥ 1, an open
neighborhood U of x, and an exponent p ∈ (−1, 0) such that

λ(m)(y) ≥ exp{−[d(y,M)]p}, for all y ∈ U,

where d(y,M) is the Euclidean distance of y from M . Then 4X is hypoelliptic on Ω.
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Remark 2.1.4. To prove Theorem 2.1.2, the authors used the probabilistic methods. Also,
Oleinik and Radkevic [45] have shown that if the non-Hörmander set Hc of 4X is compact
and non-characteristic, then 4X is hypoelliptic on Ω. However if the compactness assump-
tion on Hc is dropped, then a further hypothesis such as the exponential degeneracy condition
in Theorem 2.1.2 is required, which controls the rate at which the Hörmander condition fails
as one approaches Hc.

For a system of vector fields X = {X1, · · · , Xm} defined on an open domain Ω of Rn
with Xj ∈ Op(S1

1,0(Ω)), the PsDO of order 1, which satisfies the following global inequality∫
Rn
ω2(ξ)|û(ξ)|2dξ ≤ C

(
‖Xu‖2L2(Rn) + ‖u‖2L2(Rn)

)
, ∀ u ∈ C1

0 (Ω), (2.1.6)

where û(ξ) is the Fourier transform of u(x), C is a positive constant, and ω is a strictly
positive, continuous function satisfying ω(ξ)→∞, as |ξ| → ∞. Thus we have

Theorem 2.1.3 (c.f. [13]). For a system of vector fields X, suppose that there exists a
function ω satisfying

ω(ξ)

log(e+ |ξ|2)1/2
→∞, as |ξ| → ∞, (2.1.7)

for which (2.1.6) holds. Then 4X is hypoelliptic in Ω.

Remark 2.1.5. (1) The hypothesis (2.1.7) is the optimal condition of this type (see Theorem
2.1.1).

One example for the operator ∂2
x1

+∂2
x2

+e−(2/x1)∂2
x3

, in R3 satisfies the inequality (2.1.6)

with w(ξ) = log(e+ |ξ|2)1/2, and fails to be hypo-elliptic (also see the result in Theorem 2.1.1
above).

(2) An equivalent formulation of (2.1.7) is that for each δ > 0 there should exist a positive
constant Cδ such that for each real valued function u ∈ C2

0 (Ω),∫
Rn

(
log < ξ >

)2|û(ξ)|2dξ ≤ δ‖Xu‖2L2(Rn) + Cδ‖u‖2L2(Rn), (2.1.8)

where (also thereinafter) < ξ >= (e+ |ξ|2)1/2.

(3) If X satisfies the hypothesis in Theorem 2.1.2, then for every relatively compact open
subset U ⊂⊂ Ω and each small δ > 0 there exists Cδ > 0 such that for all u ∈ C∞0 (U),
(2.1.8) holds, which leads to the hypoelliptic of 4X by Theorem 2.1.3.

Now we give the sketch of the proof for Theorem 2.1.3.

Definition 2.1.3 (Symbol class Smρ,δ(Ω)). Suppose Ω is an open set in Rn, m is a real
number and 0 ≤ ρ, δ ≤ 1. The symbol class of order m on Ω, denoted by Smρ,δ(Ω), is the
space of functions p ∈ C∞(Ω×Rn) such that for all multi-indices α and β and every compact
set K ⊂ Ω, there is a constant Cα,β,K such that

sup
x∈K
|Dβ

xD
α
ξ p(x, ξ)| ≤ Cα,β,K(1 + |ξ|)m−ρ|α|+δ|β|.

Definition 2.1.4 (Symbol class Sm+
1,0 ). Denote by Sm+

1,0 the intersection, over all ε > 0, of

all classes Sm+ε
1−ε,ε(Rn).
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Definition 2.1.5 (Symbol class Sm,k). a(x, ξ) belongs to the classes Sm,k if a ∈ C∞(Rn ×
Rn) and satisfies

|∂αx ∂
β
ξ a(x, ξ)| ≤ Cα,β < ξ >m−|β| (log < ξ >)k+|β|+|α|,

for all α, β, and (x, ξ) ∈ Rn × Rn, where < ξ >= (e+ |ξ|2)1/2.

Remark 2.1.6. It is obvious by definitions that Sm,k ⊂ Sm+
1,0 .

Recall that if a, b are symbols in some classes Smρ,δ and Snρ,δ, and ρ > δ, then Op(a)◦Op(b)
has a symbol a� b with an asymptotic expansion

a� b(x, ξ) ∼
∑
α

cα∂
α
ξ a(x, ξ)∂αx b(x, ξ),

where cα = (α!)−1(−i)α. The notation ∼ indicates convergence in the usual asymptotic
sense: for any positive integer N , the difference between Op(a) ◦ Op(b) and an operator
associated to the symbol

∑
|α|<N cα∂

α
ξ a(x, ξ)∂αx b(x, ξ) is smoothing of order m+n−N(ρ−δ)

in the scale of Sobolev spaces.

Proof of Theorem 2.1.3: The detail proof of Theorem 2.1.3 can be found in Christ [13],
in which we need to use the technique of micro-local analysis. Here we only give a sketch of
the proof.

We divide the proof into four steps as follows.
Step 1: Let L = −4X . Then there exists a pseudo-differential operator G of the form

G =
∑
j

Bj ◦Xj +
∑
j

X∗j ◦ B̃j +B0, (2.1.9)

where B0 ∈ Op(S0,2) and Bj , B̃j ∈ Op(S0,1) for each j ≥ 1, such that

(L+G)η1Λη2 = η1ΛLη2 +R, (2.1.10)

for some R belonging to Op(S−M+
1,0 ) for every M <∞. Here Λ is a PsDO with nonconstant

order whose symbol λ depends on parameters s and N0,

λ(x, ξ) = |ξ|se−N0 log |ξ|ϕ(x,ξ), for |ξ| ≥ e, (2.1.11)

where the function ϕ(x, ξ) ∈ C∞
(
Rn×(Rn\{0})

)
is nonnegative and homogeneous of degree

zero with respect to ξ and has compact support with respect to x. Then the non-negativity
of ϕ implies that λ ∈ Ss,0 ⊂ Ss+1,0. On the other hand, η1, η2 are the cut-off functions in Ω,
satisfying η1 ≡ 1 in a neighborhood of supp η2.

Step 2: Let G be a pseudo-differential operator of the form (2.1.9). Then for any fixed
relatively compact subset U ⊂ Ω , any δ > 0 and any f ∈ C2 with support in U ,

|〈Gf, f〉| ≤ Cδ
∫

log2 < ξ > |f̂(ξ)|2dξ + δ
∑
j

‖Xjf‖2L2(Ω). (2.1.12)

Step 3: Let L = −4X satisfy (2.1.6) and (2.1.7). Let s, M ∈ R be fixed. If N0 in (2.1.11)
is chosen to be sufficiently large in the definition of Λ, then from (2.1.10) and (2.1.12), we
choose the cut-off function η2 ≡ 1 on the support of u. Then for any fixed relatively compact
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subset U ⊂⊂ Ω and u ∈ Cs+3
0 (U), since (L + G)η1Λη2u = η1ΛLη2u + Ru = η1ΛLu + Ru,

and then if we choose v = η1Λu ∈ C2
0 we can prove that

〈(L+G)v, v〉 =
∑
j

‖Xjv‖2 + ‖v‖2 +O
(
‖v‖ · ‖Gv‖

)
.

Thus from (2.1.12),∑
j

‖Xjv‖2 ≤ ‖η1ΛLu‖2 + ‖Ru‖2 + C(‖v‖2 + ‖Gv‖2)

≤ ‖η1ΛLu‖2 + ‖Ru‖2 + C‖v‖2 + Cδ

∫
log2 < ξ > |v̂(ξ)|2dξ + δ

∑
j

‖Xjv‖2.

Since ‖v‖2 can be majorized by
∫

log2 < ξ > |v̂(ξ)|2dξ. Thus we choose δ < 1 to get

∑
j

‖Xjv‖2 ≤ C1

∫
log2 < ξ > |v̂(ξ)|2dξ + ‖η1ΛLu‖2 + C2‖u‖2H−M .

Then from the condition (2.1.7) in Theorem 2.1.3, we have∑
j

‖Xjv‖2 ≥ A
∫

log2 < ξ > |v̂(ξ)|2dξ − CA‖v‖2,

for arbitrarily large A. That implies∫
log2 < ξ > |v̂(ξ)|2dξ ≤ C̄‖η1ΛLu‖2 + C̄‖u‖2H−M + C̄‖v‖2,

for some constant C̄ > 0. Finally we can deduce that

‖η1Λu‖L2 ≤ C3‖η1ΛLu‖L2 + C4‖u‖H−M , for any u ∈ Cs+3
0 (U). (2.1.13)

Step 4: Using the estimate (2.1.13), similar to the finial part of the proof of Theorem
1.1.1, we can complete the proof of Theorem 2.1.3.

2.1.3 Logarithmic Regularity Estimate

Definition 2.1.6 (Logarithmic regularity estimate). Let Ω ⊂ Rn an open domain, and
X = (X1, X2, · · · , Xm) be an infinitely degenerate system of vector fields on Ω. If for s > 0,
there exists C > 0 such that

‖(log Λ)su‖2L2(Ω) ≤ C
(
‖Xu‖2L2(Ω) + ‖u‖2L2(Ω)

)
, for any u ∈ C∞0 (Ω), (2.1.14)

where Λ = (e2 + |∇|2)1/2. Then we say that X satisfies logarithmic regularity estimate.

Remark 2.1.7. From Theorem 2.1.3, if X satisfies the logarithmic regularity estimate
(2.1.14) with s > 1, Then 4X is hypo-elliptic. Also, we have a very simple example which
satisfies the estimate (2.1.8) but not satisfies (2.1.14) for any s > 1. It is the system of
vector fields in R3 such as X1 = ∂x1 , X2 = ∂x2 , X3 = exp

(
− (|x1|| log |x1||)−1

)
∂x3 (cf.

[40]).
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Let XJ denote the repeated commutator

[Xj1 , [Xj2 , [Xj3 , · · · [Xjk−1
, Xjk ] · · · ]]],

for J = (j1, · · · , jk), ji ∈ {1, · · · ,m}, and |J | = k. For k ≥ 1, we take

G(x, k) = min
ξ∈Sn−1

∑
|J|≤k

|XJ(x, ξ)|2, g(t, j, k, x0) = G((exp tXj)(x0), k),

where (exp tXj)(x0) denotes the integral curve of Xj starting from x0 ∈ Γ. Here Γ = {x ∈
Ω;∃ ξ ∈ Sn−1, XJ(x, ξ) = 0, for any J}, and gj,kI (x0) = 1

|I|
∫
I
g(t, j, k, x0)dt is the mean

value of g(t, j, k, x0) on the interval I.

Theorem 2.1.4 (Sufficient condition). If s > 0 and there exists ε1 > 0 such that

inf
δ>0,k∈N,µ>0,1≤j≤m

{
sup

(
|I| 1s | log gj,kI (x0)|

)
; I ⊂ (−µ, µ), gj,kI (x0) < δ

}
< ε1, (2.1.15)

for any x0 ∈ Γ. Then there exist constants C0 > 0 which is independent with ε1 and Cε1
such that

‖(log Λ)su‖2L2(Ω) ≤ C0ε
2s
1

∫
Ω

|Xu|2dx+ Cε1‖u‖2L2(Ω), for any u ∈ C∞0 (Ω). (2.1.16)

Lemma 2.1.1 (Sawyer’s lemma, c.f. [53]). Let I0 be an open interval in R1
x and let

V (t),W (t) ≥ 0 belong to L1
loc(I0). Then we have the estimate∫

I0

V (t)|v(t)|2dt ≤ C
∫
I0

(
W (t)|v(t)|2 + |v′(t)|2

)
dt,

for all v ∈ C1
0 (I0) with a constant C > 0 if and only if

VI ≤ A(3W3I + 2|I|−2), for any interval I with 3I ⊂ I0,

holds with a constant A > 0. Here 3I denotes the interval with the same center as I but
with length three times, UI1 = 1

|I1|
∫
I1
U(x)dx denotes the mean value of function U(x) on

the interval I1.

Brief Proof of Theorem 2.1.4: Here we only give the sketch of proof for Theorem 2.1.4,
the details please see [42].

It follows from (2.1.15) that there exist some j ∈ {1, · · · ,m}, δ > 0, k ∈ N and µ > 0
such that

| log gj,kI (x0)|2s ≤ (2ε)2s|I|−2, if I ⊂ (−µ, µ) and gj,kI (x0) < δ.

Take the new local coordinates x = (x1, x
′) in a neighborhood of x0 such that x0 = (0, 0)

and the line x′ = constant vector in Rn−1 is the integral curve of Xj starting from (0, x′).
Since G(x; k) is continuous, we have

| log gj,kI (0, x′)|2s ≤ (4ε)2s|I|−2, if I ⊂ (−µ, µ) |x′| < µ, and gj,kI (0, x′) < δ,

by taking other small µ, δ > 0 if necessary. For a moment we consider x′ as parameters. Let
λ be a large parameter satisfying λ > 1/δ. If gj,kI (0, x′)λ < 1, then we have − log gj,kI (0, x′) >
log λ and hence

(log λ)2s ≤ (4ε)2s(|I|−2 + gj,kI (0, x′)λ2), ∀I ⊂ (−µ, µ). (2.1.17)
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When gj,kI (0, x′)λ ≥ 1, this is also true for λ ≥ λ0 if λ0 is chosen sufficiently large, depending
on ε.

Let V (t) = (log λ)2s and W (t) = g(t; j, (0, x′))λ2 = G(t, x′; k)λ2 in Lemma 2.1.1 and
replace 3I by I, we see that (2.1.17) implies∫

(log λ)2s|v(t)|2dt ≤ C0ε
2s

∫
(|Dtv(t)|2 +G(t, x′; k)λ2|v(t)|2)dt, ∀v(t) ∈ C1

0

(
(−µ, µ)

)
,

(2.1.18)
where C0 > 0 is a constant independent of ε.

Also, it is well known that∑
|J|≤k

‖Λδ−1XJu‖2 ≤ C{(∆Xu, u) + ‖u‖2},

for some 0 < δ = δ(k) ≤ 1/2. If we set

q(x1, x
′, ξ′)

( ∑
|J|≤k

ξ2δ−2|XJu|2
)∣∣
ξ1=0

,

in our local coordinates near x0, then we have q(x1, x
′, ξ′)−G(x; k) ≥ 0 on ξ′ ∈ Sn−2 and

‖Dtu‖2 + (qw(t, x′, D′)u, u) ≤ C{(∆Xu, u) + ‖u‖2},

where qw denotes the pseudo-differential operator with Weyl symbol in Rn−1
x′ .

If q̃(x1, x
′, ξ′) = q(x1, x

′, ξ′)|ξ′|−2δ, then in view of the Littlewood-Paley decomposition
in Rd−1

ξ′ we may replace the second term by (q̃w(t, x′, D′)λ2u, u), provided that the support

of the partial Fourier transform of u(x, t′) with respect to x′ is contained in {λ1/δ ≤ |ξ|′ ≤
2λ1/δ}. Though G is not smooth enough in general, the Wick approximation of q̃w gives

(q̃w(t, x′, D′)λ2u, u) ≥
(
G(t, x′; k)λ2u, u

)
− C‖u‖2.

Hence (2.1.18) leads us to (2.1.16) for u with supp u contained in a small neighborhood of
x0. Finally, the usual covering argument shows (2.1.16) for the general u.

Example 2.1.3. Let s > 0, and

ϕ(x1) =

{
e
− 1

|x1|1/s , x1 6= 0,

0, x1 = 0.

Then X = (∂x1
, · · · , ∂xn−1

, ϕ(x1)∂xn) is infinitely degenerate on the surface Γ = {x1 = 0}
and X satisfies the logarithmic regularity estimate (2.1.14).

Proof of Example 2.1.3: First, from the fact ϕ(n)(x1)|x1=0 = 0, for all n ∈ N+, we can
obtain that X is infinitely degenerate on the surface Γ = {x1 = 0}. Next, let

A = inf
δ>0,k∈N,µ>0,1≤j≤m

{
sup

(
|I| 1s | log gj,kI (x0)|

)
; I ⊂ (−µ, µ), gj,kI (x0) < δ

}
, (2.1.19)

then, we know

A ≤ inf
µ>0

{
sup

(
|I| 1s | log g1,1

I (x0)|
)
; I ⊂ (−µ, µ), gj,kI (x0) < 1

}
. (2.1.20)
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Now, we calculate g1,1
I (x0).

G(x, 1) = min
ξ∈Sn−1

∑
|J|≤1

|XJ(x, ξ)|2 = min
ξ∈Sn−1

( n−1∑
j=1

ξ2
j + ϕ2(x1)ξ2

n

)
,

where x = (x1, · · · , xn), ξ = (ξ1, · · · , ξn), (x, ξ) =
∑n
j=1 xjξj .

Thus for any x0 ∈ Γ = {x1 = 0}, suppose x0 = (0, x2, · · · , xn), then we gain

exp(tX1)(x0) = (t, x2, · · · , xn).

Since ϕ(x1) ≤ 1, by direct calculation, we have

g(t, 1, 1, x0) = G((exp tX1)(x0), 1) = ϕ2(t).

Then

g1,1
I (x0) =

1

|I|

∫
I

g(t, 1, 1, x0)dt =
1

|I|

∫
I

e
− 2

|t|1/s dt < 1.

So, (2.1.20) can be written as

A ≤ inf
µ>0

sup
I⊂(−µ,µ)

(
|I| 1s | log g1,1

I (x0)|
)
. (2.1.21)

Then, we estimate
sup

I⊂(−µ,µ)

(
|I| 1s | log g1,1

I (x0)|
)
.

For any interval I = (a, b) ⊂ (−µ, µ), we need consider following three cases:
(i) ab = 0. By the symmetry of g1,1

I (x0), we suppose that 0 = a < b < µ, then

|I| 1s | log g1,1
I (x0)| = −b 1

s log
(1

b

∫ b

0

e
− 2

|t|1/s dt
)
≤ −b 1

s log
(1

2
e
− 2

| b
2
|1/s
)
≤ 2

1
s+1 + µ

1
s log 2.

(ii) ab > 0. By the symmetry of g1,1
I (x0), we suppose that 0 < a < b < µ, then

|I| 1s | log g1,1
I (x0)|

= −(b− a)
1
s log

( 1

b− a

∫ b

a

e
− 2

|t|1/s dt
)
≤ −(b− a)

1
s log

(1

b

∫ b

0

e
− 2

|t|1/s dt
)

≤ −(b− a)
1
s log

(1

2
e
− 2

| b
2
|1/s
)
≤ (b− a)

1
s b−

1
s 2

1
s+1 + (b− a)

1
s log 2

≤ 2
1
s+1 + µ

1
s log 2.

(iii) ab < 0. By the symmetry of g1,1
I (x0), we suppose that 0 < −a < b < µ, then

|I| 1s | log g1,1
I (x0)|

= −(b− a)
1
s log

( 1

b− a

∫ b

a

e
− 2

|t|1/s dt
)
≤ −(b− a)

1
s log

( 1

2b

∫ b

0

e
− 2

|t|1/s dt
)

≤ −(b− a)
1
s log

(1

4
e
− 2

| b
2
|1/s
)
≤ (b− a)

1
s b−

1
s 2

1
s+1 + 2(b− a)

1
s log 2

≤ 2
2
s+1 + µ

1
s 2

1
s+1 log 2.
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From above discussion, we know

sup
I⊂(−µ,µ)

(
|I| 1s | log g1,1

I (x0)|
)
≤ 2

2
s+1 + µ

1
s 2

1
s+1 log 2.

Taking ε1 = 2
2
s+1, we have

inf
µ>0

sup
I⊂(−µ,µ)

(
|I| 1s | log g1,1

I (x0)|
)
≤ ε1. (2.1.22)

Then, (2.1.19), (2.1.21) and (2.1.22) imply

inf
δ>0,k∈N,µ>0,1≤j≤m

{
sup

(
|I| 1s | log gj,kI (x0)|

)
; I ⊂ (−µ, µ), gj,kI (x0) < δ

}
< ε1.

By Theorem 2.1.4, we can prove that X satisfies the logarithmic regularity estimate (2.1.14).

Example 2.1.4. The system of vector fields X = (∂x1
, · · · , ∂xn−1

, ϕ(x1)∂xn), for n ≥ 2,
where s > 0 and

ϕ(x1) =

e
− 1

|x1 sin( π
x1

)|1/s
, x1 6= 0,

0, x1 = 0.

Then X is infinitely degenerate on Γ =
⋃
j∈Z+

Γj, for Γj = {x1 = 1
j }, j ≥ 1, and Γ0 =

{x1 = 0}.

Example 2.1.5. The system of vector fields X = (∂x1
, · · · , ∂xn−1

, ϕ(x1, x2)∂xn), for n ≥ 3,
where k ≥ 1, s > 0 and

ϕ(x1, x2) =

{
e
− 1

|x1|1/s x2
k, x1 6= 0,

0, x1 = 0.

Then X is infinitely degenerate on the surface {x1 = 0}.

Proposition 2.1.1 (Controllability, c.f.[43]). Let Ω be a bounded and connected open sub-
domain of Rn, X(X1, · · · , Xm) be the Lie algebra spanned by the system of vector fields X
and their commutators. If 4X + c(x) is hypoelliptic in Ω for any c ∈ C∞(Ω), then any two
points of Ω can be linked by continuous curve made of a finite numbers of the integral paths
of vector fields belonging to X(X1, · · · , Xm).

Remark 2.1.8. (1) It should be noted that the controllability can be deduced from the hy-
poellipticity of 4X + c(x). Conversely, the controllability does not imply the hypoellipticity
of 4X . The first Example 2.1.3 with 0 < s ≤ 1 satisfies the logarithmic regularity estimate
(2.1.14), which satisfies the controllability but not the hypoellipticity.

(2) The result of controllability will enable us to define the metric (C-C metric) associated
with X. This metric might set light aglow in the analysis for infinitely degenerate vector fields
X.

Now, we give an example to show that the C-C metric induced by the infinitely degenerate
operator 4X may be not doubling.
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Lemma 2.1.2 (c.f. [50]). Let X = (∂x, ϕ(x)∂y) be a vector fields in R2. Here the function
ϕ(x) ∈ C∞(R) is even, ϕ(x) > 0 if x 6= 0, and ϕ(x) can vanish at x = 0 together with all
its derivatives. If 4X is a hypoelliptic operator, define the box

Qr(x, y) = [x− r, x+ r]× [y − rϕ(r/2), y + rϕ(r/2)],

and
Q̃r(x, y) = [x− r/2, x+ 3r/4]× [y − rϕ(r/2)/4, y + rϕ(r/2)/4].

Then for any r > 0, the balls B
(
(0, y), r

)
= {z ∈ R2, d1

(
z; (0, y)

)
< r} satisfy

Q̃r(0, y) ⊂ B
(
(0, y), r

)
⊂ Qr(0, y), and then r2ϕ(r/2)/8 ≤ |B

(
(0, y), r

)
| ≤ 4r2ϕ(r/2),

where d1 is the C-C metric definded by Definition 1.2.2.

Proposition 2.1.2. Let X = (∂x, ϕ(x)∂y) in R2, where s > 0 and

ϕ(x) =

{
e
− 1

|x|1/s , x 6= 0,

0, x = 0.

Then (R2, d1) is non-doubling, where d1 is the C-C distance induced by the vector fields X.

Proof: From Lemma 2.1.2, we have

B
(
(0, y), 2r

)
B
(
(0, y), r

) ≥ ϕ(r)

8ϕ(r/2)
=

1

8
e(2

1
s
−1)/r1/s

.

This means

lim
r→0+

B
(
(0, y), 2r

)
B
(
(0, y), r

) = +∞.

That means (R2, d1) is non-doubling.

Proof of Lemma 2.1.2: Since the operator matrix only depends on the first variable, it
is enough to prove the statement for y = 0. To prove the inclusion in, first note, that any
horizontal line segment is a admissible curve. Next, consider a point p = (x0,

r
4ϕ(r/2)) on

the ”top side” of Q̃(0, 0), where r/2 ≤ x0 ≤ 3r/4. Let a admissible curve γ = γ1∪γ2 connect
the origin to the point p. Here, γ1 is a horizontal segment, connecting (0, 0) to (x0, 0) and
γ2(t) is defined as follows

γ2(t) =
(
x0, ϕ(r/2)t

)
, t ∈ [0,

r

4
].

Since ϕ is an increasing function on R+, therefore,

d1

(
(0, 0), p

)
≤ |x0 −

r

2
|+ r

4
< r.

Therefore, p ∈ B(0, r). Moreover, it is clear that any other point in Q̃r can be connected
to the origin by a similarly constructed curve, so that the distance to the origin is less than
r. This concludes the proof that Q̃r ⊂ B(0, r). To show the other inclusion, let γ(t) be the
minimizing curve connecting the origin to any point on the boundary ∂Qr. First, let the
point (x, y) belong to the top or the bottom edge of ∂Qr, i.e. |y| = rϕ(r/2). Without loss of
generality we can also assume, x ≥ 0. The curve γ(t) is thus an admissible curve satisfying

γ(0) = (0, 0), γ(T ) = (x, y), T = d1

(
(0, 0), (x, y)

)
.
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Then we have

rϕ(r/2) = |y − 0| =
∣∣ ∫ T

0

γ′2(t)dt
∣∣ ≤ ∫ T

0

|γ′2(t)|dt ≤
∫ T

0

ϕ
(
γ1(t)

)
dt. (2.1.23)

In order to estimate |γ1(t)|, we first note the following

T = d1

(
(0, 0), (0, y)

)
= d1

(
(0, 0), (γ1(t), γ2(t))

)
+ d1

(
(γ1(t), γ2(t)), (0, y)

)
.

Moreover, we have |X − Y | ≤ d1(X,Y ), X,Y ∈ R2. Thus, we obtain

T = d1

(
(0, 0), (0, y)

)
≥
√
γ2

1(t) + γ2
2(t) +

√
γ2

1(t) + (y − γ2(t))2 ≥ 2|γ1(t)|,

or |γ1(t)| ≤ T/2 and therefore from (2.1.23), rϕ(r/2) ≤ Tϕ(T/2). By assumption, the
function xϕ(x) is strictly increasing for x > 0 and thus T ≥ r. Now, if the point (x, y) ∈ ∂Qr
satisfies |x| = r, it is obvious that d1

(
(0, 0), (0, y)

)
≥ r. This completes the proof.

2.2 Boundary-Value Problems

2.2.1 Logarithmic Sobolev Inequality

Theorem 2.2.1 (Logarithmic Sobolev inequality, c.f [42]). Suppose that the system of vector
fields X = (X1, · · · , Xm) satisfies the logarithmic regularity estimate (2.1.14) for s > 1

2 .
Then there exists C0 > 0 such that∫

Ω

|u|2| log(
|u|

‖u‖L2(Ω)
)|2s−1dx ≤ C0

[ ∫
Ω

|Xu|2dx+ ‖u‖2L2(Ω)

]
, for all u ∈ H1

X,0(Ω). (2.2.1)

The proof of Theorem 2.2.1 depends on the following lemma:

Lemma 2.2.1. Let σ2 > 0, B > 0, {vj}j∈N be the sequence of H1
X,0(Ω) satisfying∫

Ω

|vj |2| log |vj ||σ2 ≤ B.

Then for σ1 ∈ [0, σ2), {|vj |2| log |vj ||σ1} is uniformly integrable and there exists a convergent
sub-sequence vjk such that there exists v0 ∈ H1

X,0(Ω), and

lim
k→∞

∫
Ω

|vjk |2| log |vjk ||σ1dx =

∫
Ω

|v0|2| log |v0||σ1dx.

Proof: We prove that, for any ε > 0, there exists δ > 0 such that if E ⊂ Ω, µ(E) < δ,∫
E

|vj |2| log |vj ||σ1 < ε, ∀j.

But for any ε > 0, there exists t0 > e2 such that

1

logσ2−σ1 t
< ε, for all t ≥ t0.

Take now δ = ε(t20 logσ1 t0)−1, µ(E) < δ, and

Aj = E ∩ {|vj | ≤ t0}, Bj = E ∩ {|vj | > t0},
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then ∫
Aj

|vj |2| log |vj ||σ1 ≤ t20 logσ1 t0µ(Aj) < ε,

and ∫
Bj

|vj |2| log |vj ||σ1 ≤ ε
∫
Bj

|vj |2| log |vj ||σ2 < εB.

Then {|vj |2| log |vj ||σ1} is uniformly integrable and there exists a convergent sub-sequence
vjk such that

lim
k→∞

∫
Ω

|vjk |2| log |vjk ||σ1dx =

∫
Ω

|v0|2| log |v0||σ1dx.

Let (Ω,Σ, µ) be a measure space, and f be a measurable function with real or complex
values on Ω. The distribution function of f is defined for t > 0 by

λf (t) = µ {x ∈ Ω : |f(x)| > t} .

Then we have

(I). λf is decreasing and right continuous;
(II). If f ≤ g, then λf ≤ λg;
(III). If |fn| increases to |f |, then λfn increases to λf ;
(IV). If f = g + h, then λf (t) ≤ λg( 1

2 t) + λh( 1
2 t).

In fact, λf defines a negative Borel measure ν on (0,∞) such that

ν((a, b]) = λf (b)− λf (a) = −µ
(
{x; a < |f(x)| ≤ b}

)
= −µ

(
|f |−1((a, b])

)
.

Thus we use the Lebesgue-Stieltjes integral to get the following formula (cf. Folland [17]
Proposition 6.23):

If λf (t) < ∞ for all t > 0 and φ is a nonnegative Borel measurable function on (0,∞),
then ∫

Ω

φ ◦ |f |dµ = −
∫ ∞

0

φ(t)dλf (t). (2.2.2)

If φ ∈ C1, and φ(t)λf (t)→ 0 as t→ 0 and t→∞ respectively, then∫
Ω

φ ◦ |f |dµ = −
∫ ∞

0

φ(t)dλf (t) =

∫ ∞
0

φ′(t)λf (t)dt. (2.2.3)

Now, let us give the proof of Theorem 2.2.1.

Proof of Theorem 2.2.1: Take v ∈ H1
X,0(Ω), we use the same notation for the 0 extension

of v, i.e. v ∈ H1
X(Rn). As in the classical case, there exists a mollifier family {ρε, ε > 0}

such that

ρε ∗ v ∈ C∞0 , lim
ε→0

ρε ∗ v = v in L2, and ‖X(ρε ∗ v)‖L2 ≤ C{‖Xv‖L2 + ‖v‖L2}.

Also
‖(log Λ)s(ρε ∗ v)‖2L2 ≤ C{‖(log Λ)sv‖L2 + ‖v‖2L2},
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with C independent of ε. By using (2.1.14) and Lemma 2.2.1, we need only to prove the
following estimate:∫

Ω

|v|2| log(
|v|

‖v‖L2(Ω)
)|2s−1dx ≤ C0‖(log Λ)sv‖2L2 , ∀v ∈ C∞0 (Ω). (2.2.4)

By the homogenization, we prove (2.2.4) for v ∈ C∞0 (Ω) and ‖v‖L2 = 1. Since 2s − 1 > 0,
we have ∫

Ω

|v|2| log |v||2s−1dx ≤ C|Ω|+
∫
|v|≥e

|v|2| log |v||2s−1dx

≤ C0 +

∫
Ω

|v|2 log2s−1 < v >dx,

(2.2.5)

where < v >= (e2 + |v|2)1/2.
Since Ω is bounded, v ∈ L∞(Ω) and 2s − 1 > 0, we have from the formulas (2.2.2) and

(2.2.3) that∫
Ω

|v|2 log2s−1 < v >dx = −
∫ ∞

0

λ2 log2s−1 < λ > dµ{|v| > λ}

=

∫ ∞
0

(
2λ log2s−1 < λ > +(2s− 1)

λ3

< λ >2
log2s−2 < λ >

)
µ(|v| > λ)dλ,

where µ(·) is the Lebesgue measure. Since λ3

<λ>2 ≤ λ, log < λ >≥ 1, we have that∫
Ω

|v|2| log |v||2s−1dx ≤ C0 + Cs

∫ ∞
0

λ log2s−1 < λ > µ(|v| > λ)dλ. (2.2.6)

So we need to estimate the second term of right hand side of (2.2.5). For A > 0 we set
v = v1,A + v2,A with v̂1,A = v̂(ξ)1{|ξ|≤eA}. Then

µ{|v| > λ} ≤ µ{|v1,A| >
λ

2
}+ µ{|v2,A| >

λ

2
}.

For the first term we have

‖v1,A‖L∞ ≤ ‖v̂1,A‖L1 ≤ ‖v‖L2‖1{|ξ|≤eA}‖L2 ≤ Cne
n
2A.

Choose now Aλ = 2
n log

(
λ

4Cn

)
, we have µ{|v1,Aλ | > λ

2 } = 0, hence∫ ∞
0

λ log2s−1 < λ > µ(|v| > λ)dλ

≤ C0 + Cs

∫ ∞
e

λ log2s−1 λµ(|v| > λ)dλ

≤ C0 + Cs

∫ ∞
e

λ log2s−1 λµ(|v2,Aλ | >
λ

2
)dλ

≤ C0 + 2Cs

∫ ∞
e

log2s−1 λ

λ
‖v2,Aλ‖2L2dλ

≤ C0 + 2Cs

∫ ∞
e

log2s−1 λ

λ

∫
{ξ∈Rn;|ξ|≥eAλ}

|v̂(ξ)|2dξdλ.
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Now |ξ| ≥ eAλ implies that λ ≤ 4Cn < |ξ| >n/2. By using Fubini theorem we have∫ ∞
0

λ log2s−1 < λ > µ(|v| > λ)dλ

≤ C0 + 2Cs

∫
Rn
|v̂(ξ)|2

∫ 4Cn<|ξ|>n/2

e

log2s−1 λ

λ
dλdξ

≤ C0 + 2Cs

∫
Rn
|v̂(ξ)|2 log2s(4Cn < |ξ| >n/2)dξ

≤ Cs
∫
Rn
|v̂(ξ)|2 log2s < |ξ| > dξ = Cs‖(log Λ)sv‖2L2(Ω).

Thus we have proved (2.2.4) by using (2.2.6).

Proposition 2.2.1. Let Ω be an open bounded domain in Rn and the system of vector fields
X satisfy the logarithmic regularity estimate (2.1.14) with s > 1, then the embedding from
H1
X,0(Ω) to L2(Ω) is compact.

Proof: Suppose {uk} is a sequence in H1
X,0(Ω) with ‖uk‖H1

X,0(Ω) ≤ C <∞. From logarith-

mic Sobolev inequality (Theorem 2.2.1), we know
∫

Ω
|uk|2

∣∣ log |uk|
∣∣2s−1

dx is bound. Then by
using the result in Lemma 2.2.1, we can obtain that there exists a convergent sub-sequence
ujk in H1

X,0(Ω), which means that the embedding from H1
X,0(Ω) to L2(Ω) is compact.

Now using the result of controllability (see Proposition 2.1.1) and the embedding theorem
(see Proposition 2.2.1), we have following Poincaré inequality.

Proposition 2.2.2 (Poincaré inequality). Suppose that the system of vector fields X satisfies
the logarithmic regularity estimate (2.1.14) with s > 1. If ∂Ω is C∞ and non-characteristic
for X, then the first Dirichlet eigenvalue λ1 of −4X is positive and we have the following
Poincaré inequality

λ1‖u‖2L2(Ω) ≤
∫

Ω

|Xu|2dx, ∀u ∈ H1
X,0(Ω).

Proof: We set
λ1 = inf

‖ϕ‖L2(Ω)=1,ϕ∈H1
X,0(Ω)

{‖Xϕ‖2L2(Ω)}.

Suppose that λ1 = 0. Then there exists {ϕj} ⊂ H1
X,0(Ω) such that ‖Xϕj‖L2(Ω) → 0 and

‖Xϕj‖L2(Ω) = 1. Then Proposition 2.2.1 tells us that H1
X,0(Ω) is compactly embedded into

L2(Ω). The variational calculus deduces that there exists ϕ̃ ∈ H1
X,0(Ω), ‖ϕ̃‖L2(Ω) = 1, ϕ̃ ≥ 0

satisfying
4X ϕ̃ = 0, ‖Xϕ̃‖L2(Ω) = 0.

Since X satisfies the logarithmic regularity estimate (2.1.14) with s > 1, then 4X is hypoel-
liptic in Ω, we have ϕ̃ ∈ C∞(Ω) and

Xjϕ̃(x) = 0, ∀ x ∈ Ω, j = 1, · · · ,m.

This implies that ϕ̃ is constant along the integral paths of vector fields of X1, · · · , Xm.
Now the controllability of Proposition 2.1.1 implies that ϕ̃ is constant on each connected
component of Ω.

Since ∂Ω is non-characteristic, by taking x0 ∈ ∂Ω, then there exists a Xj such that if
Xjϕ̃ = 0 we have ϕ̃(x) = 0 near x0, which means ϕ̃(x) = 0 on Ω. This is impossible because
‖ϕ̃‖L2(Ω) = 1, so we prove finally λ1 > 0.
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2.2.2 Logarithmic Non-linear Case

If the vector fields X satisfies Hörmander’s condition with the Hörmander index Q and
∂Ω is non characteristic for X. We know the Sobolev critical embedding H1

X,0(Ω) ↪→
L2ν̄/(ν̄−2)(Ω), here the general Métivier index n + Q − 1 ≤ ν̄ ≤ nQ. If X is infinitely
degenerate (i.e. Q → +∞), then we can only expect to get the compactly embedding
H1
X,0(Ω) ↪→ L2(Ω) (see Proposition 2.2.1). That means that if the non-linear term of the

equation is the power-non-linearity such as up with p > 1, we can not ensure the existence
of nontrivial weak solution in the infinitely degenerate case. Fortunately, by using logarith-
mic Sobolev inequality (2.2.1), we can consider the following boundary value problem with
logarithmic-non-linearity term:{

−4Xu = au log |u|+ bu, in Ω,

u = 0, on ∂Ω,
(2.2.7)

where Ω is a bounded open domain of Rn, a, b are constants, X = {X1, X2, · · · , Xm} is
C∞ smooth real vector fields defined on Ω, which is infinitely degenerate on a hypersurface
Γ ⊂ Ω and satisfies the finite type of Hörmander’s condition with Hörmander index Q ≥ 1
on Ω\Γ. 4X =

∑m
j=1X

2
j is an infinitely degenerate elliptic operator. Here we assume both

∂Ω and Γ are C∞ smooth and non-characteristic for the system of vector fields X.

Theorem 2.2.2. If a 6= 0, X satisfies the logarithmic regularity estimate (2.1.14) with
s > 1.

(1) Then the problem (2.2.7) possesses at least one nonzero weak solution in H1
X,0(Ω).

(2) Moreover if a > 0, Then the problem (2.2.7) possesses infinitely many weak solutions
in H1

X,0(Ω).

For a ∈ R, a 6= 0, we study now the following variational problems

Ia = inf
{u∈H1

X,0(Ω),‖u‖L2(Ω)=1}
Ia(u), (2.2.8)

with

Ia(u) = ‖Xu‖2L2(Ω) − a
∫

Ω

|u|2 log |u|dx.

Proposition 2.2.3. Under the hypothesis of Theorem 2.2.2, Ia is an attained minimum in
H1
X,0(Ω).

Proposition 2.2.4. The minimizer u of variational problem (2.2.8) is a non trivial weak
solution of the following semilinear Dirichlet problem{

−4Xu = au log |u|+ Iau, in Ω,

u = 0, on ∂Ω,
(2.2.9)

Proof of Theorem 2.2.2(1): From Proposition 2.2.3 and Proposition 2.2.4, there exists
a weak solution ũ of (2.2.9). For c > 0, we set u = cũ, then ‖u‖L2(Ω) = c > 0, u ∈ H1

X,0(Ω)
and in the weak sense

−4Xu = au log |u|+ (Ia − a log c)u.

Choose c = e
Ia−b
a > 0, then u is a non trivial weak solution of (2.2.7).
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Proof of Proposition 2.2.3: First, we prove that Ia(v) is bounded below on

{u ∈ H1
X,0(Ω), ‖u‖L2(Ω) = 1}.

Logarithmic Sobolev inequality give that∫
Ω

|u|2| log(
|u|

‖u‖L2(Ω)
)|2dx ≤ C0

[ ∫
Ω

|Xu|2dx+ ‖u‖2L2(Ω)

]
, ∀ u ∈ H1

X,0(Ω). (2.2.10)

For all a 6= 0, we have

|a
∫

Ω

|u|2 log |u|dx| ≤ 1

2C0

∫
Ω

|u|2| log |u||2dx+
C0|a|2

2

≤ 1

2
‖Xu‖2L2(Ω) +

1 + C0|a|2

2
,

for all u ∈ {u ∈ H1
X,0(Ω), ‖u‖L2(Ω) = 1}. We have that

Ia(u) = ‖Xu‖2L2(Ω) − |a|
∫

Ω

|u|2
∣∣ log |u|

∣∣dx ≥ λ1 − 1− C0|a|2

2
,

for all u ∈ {u ∈ H1
X,0(Ω), ‖u‖L2(Ω) = 1}.

Now let {uj} ⊂ {u ∈ H1
X,0(Ω), ‖u‖L2(Ω) = 1} be a minimazer sequence of Ia, then

1 + C0|a|2

2
+ Ia(uj) ≥

‖Xuj‖2L2(Ω)

2
.

It follows that {uj} is a bounded sequence in H1
X,0(Ω). Then there exists a subsequence

(denote still by {uj}) such that uj ⇀ u0 in H1
X,0(Ω) and uj → u0 in L2(Ω). Also from

Ia(u) = Ia(|u|), we suppose u0 ≥ 0,

lim infj→∞‖Xuj‖2L2(Ω) ≥ ‖Xu0‖2L2(Ω), lim
j→∞

‖uj‖L2(Ω) = ‖u0‖L2(Ω) = 1.

Then

Ia(u0) ≤ Ia(uj), j →∞, Ia(u0) ≤ Ia, u0 ∈ {u ∈ H1
X,0(Ω), ‖u‖L2(Ω) = 1}.

So Ia is an attained minimum in H1
X,0(Ω).

Proof of Proposition 2.2.4: From Proposition 2.2.3, the minimizer

u ∈ {u ∈ H1
X,0(Ω), ‖u‖L2(Ω) = 1}

is a weak solution of (2.2.9), which is equivalent to∫
Ω

m∑
j=1

XjuXjϕdx−
∫

Ω

auϕ log |u|dx− Ia
∫

Ω

uϕdx = 0, (2.2.11)

for all ϕ ∈ H1
X,0(Ω). For fixed ϕ ∈ H1

X,0(Ω) and µ ∈ R with |µ| small enough, we put

uµ = u+ µϕ, ũµ =
uµ

‖uµ‖L2(Ω)
,
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then ũµ ∈ {u ∈ H1
X,0(Ω), ‖u‖L2(Ω) = 1}, so that

H(µ) = Ia(ũµ) ≥ Ia(u) = Ia,

and

H(µ) =
1

‖uµ‖2L2(Ω)

Ia(uµ) + a log ‖uµ‖L2(Ω).

By direct calculus,

H ′(µ) =
1

‖uµ‖2L2(Ω)

(2

∫
Ω

XuµXϕdx− 2a

∫
Ω

uµϕ log |uµ|dx− a
∫

Ω

uµϕdx)

− 2

‖uµ‖4L2(Ω)

Ia(uµ)

∫
Ω

uµϕdx+
a

‖uµ‖2L2(Ω)

∫
Ω

uµϕdx.

From Lebesgue dominant theorem and using the fact |t log t| ≤ t2 + e−1,∀t ≥ 0, we have

lim
µ→0

∫
Ω

uµϕ log |uµ|dx =

∫
Ω

uϕ log |u|dx.

So, H ′(µ) is continuous at µ = 0, then for any µ ∈ R, with |µ| small enough

Ia(ũµ) = H(µ) = H(0) +H ′(0)µ+ δ(µ)µ ≥ Ia(u) = H(0),

where δ(µ) → 0 as µ → 0. We get finally H ′(0) = 0, this is true for all ϕ ∈ H1
X,0(Ω), we

have proved the Proposition 2.2.4.

Definition 2.2.1. We say that u ∈ H1
X,0(Ω) is a weak solution of (2.2.7) if∫

Ω

m∑
j=1

XjuXjvdx−
∫

Ω

auv log |u|dx−
∫

Ω

buvdx = 0, ∀v ∈ H1
X,0(Ω). (2.2.12)

Now we introduce the following energy functional E : H1
X,0(Ω)→ R, defined as

E(u) =
1

2

(∫
Ω

m∑
j=1

(Xju)2dx−
∫

Ω

au2 log |u|dx+

∫
Ω

au2

2
dx−

∫
Ω

bu2dx
)
. (2.2.13)

From Theorem 2.2.1, we know that, E(u) ∈ C1(H1
X,0(Ω),R). Thus (2.2.7) is the Euler-

Lagrange equation of the variational problem for the energy functional (2.2.13), and its
Fréchet differentiation is given by

〈E′(u), v〉 =

∫
Ω

m∑
j=1

XjuXjvdx−
∫

Ω

auv log |u|dx−
∫

Ω

buvdx, ∀ u, v ∈ H1
X,0(Ω). (2.2.14)

Thus the critical point of E(u) in H1
X,0(Ω) is the weak solution of (2.2.7).

Definition 2.2.2 (Palais-Smale Condition). Let V be a Banach space, E ∈ C1(V ;R) and
c ∈ R. We say that E satisfies the (PS)c condition, if for any sequence {uk} ⊂ V with the
properties:

E(uk)→ c and ‖ E′(uk) ‖V ′→ 0,

there exists a subsequence which is convergent in V , where E′(·) is the Fréchet differentiation
of E and V ′ is the dual space of V . If it holds for any c ∈ R, we say that E satisfies the
(PS) condition.
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Proposition 2.2.5 (Mountain Pass Theorem, c.f. [54]). Let V be a Banach space and
E ∈ C1(V,R). Suppose E(0) = 0 and it satisfies (1) there exist R > 0 and λ > 0, such that
if ‖u‖V = R, then E(u) ≥ λ; (2) there exists e ∈ V , such that ‖e‖V > R and E(e) < λ.

If E satisfies the (PS)c condition with

c = inf
h∈χ

max
t∈[0,1]

E(h(t)),

where
χ = {h ∈ C([0, 1];V ) |h(0) = 0 and h(1) = e},

then c is a critical value of E and c ≥ λ.

Proposition 2.2.6 (Symmetrical Mountain Pass theorem, c.f. [54]). Suppose V is an
infinite dimensional Banach space and E ∈ C1(V,R) satisfies (PS) condition, E(u) = E(−u)
for all u, and E(0) = 0. Suppose V = V −

⊕
V +, where V − is finite dimensional, and

assume the following conditions,
(1). ∃α > 0, ρ > 0, and for any u ∈ V +, ‖u‖ = ρ, we have E(u) ≥ α.
(2). For any finite dimensional subspace W ⊂ V , there is R = R(W ) such that E(u) ≤ 0
for u ∈W, ‖u‖ ≥ R. Then E possesses an unbounded sequence of critical values.

Proposition 2.2.7. If a > 0, there exist R > 0 and λ > 0, such that
(1). E(u) ≥ λ, for any ‖u‖H1

X,0(Ω) = R;

(2). E satisfies (PS) condition.

Proof: First, by using Hölder’s inequality, Logarithmic Sobolev inequality and Poincáre
inequality, we have

E(u) =
1

2

(∫
Ω

m∑
j=1

(Xju)2dx−
∫

Ω

au2 log |u|dx+

∫
Ω

au2

2
dx−

∫
Ω

bu2dx
)

=
1

2

(
‖Xu‖2L2(Ω) − a

∫
Ω

u2 log
|u|

‖u‖L2(Ω)
dx− a log ‖u‖L2(Ω)

∫
Ω

u2dx

+

∫
Ω

au2

2
dx−

∫
Ω

bu2dx
)

≥ 1

2

(
‖Xu‖2L2(Ω) −

1

2C0

∫
Ω

|u|2| log(
|u|

‖u‖L2(Ω)
)|2s−1dx− C2

∫
Ω

u2dx

− a log ‖u‖L2(Ω)

∫
Ω

u2dx
)

≥ 1

2

( λ1

2(1 + λ1)
‖u‖2H1

X,0(Ω) − (C2 +
1

2
)‖u‖2L2(Ω) − a log ‖u‖L2(Ω)

∫
Ω

u2dx
)
,

(2.2.15)

where C0 and λ1 are positive constants given by (2.1.14) and (2.1.21), and

C2 =
2s− 2

2s− 1
(
2C0a

2s−1

2s− 1
)

1
2s−2 + b− a

2
. (2.2.16)

We set BR = {u ∈ H1
X,0(Ω), ‖u‖H1

X,0(Ω) < R}, and take R = exp {−(2C2 + 1)/(2a)}, then

E(u)|∂BR ≥ λ1R
2/
(
4(1 + λ1)

)
.

Let λ = λ1R
2/
(
4(1 + λ1)

)
> 0, then E(u)|∂BR ≥ λ. The result of Proposition 2.2.7(1) is

proved.
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Next, let c0 ∈ R, and {um} ⊂ H1
X,0(Ω) satisfy

E(um)→ c0, and ‖J ′(um)‖H−1
X (Ω) → 0.

Then we can prove that the (PS) sequence um is bounded in H1
X,0(Ω). Indeed, for m

sufficiently large, we obtain, from (2.2.13), that

c1 + o(1)‖um‖H1
X,0(Ω) ≥ E(um)− 1

2
〈E′(um), um〉 =

∫
Ω

au2
m

4
dx,

where c1 = c0 + 1, which means∫
Ω

u2
mdx ≤M1 + o(1)‖um‖H1

X,0(Ω), (2.2.17)

where M1 = 4c1
a is independent of m. Next, for m large enough, from (2.2.15), we have

c1 ≥ E(um) ≥ λ1

4(1 + λ1)
‖um‖2H1

X,0(Ω) −
2C2 + 1

4
‖um‖2L2(Ω) −

a

2
log ‖um‖L2(Ω)

∫
Ω

u2
mdx,

where C2 is the constant in (2.2.16). Since |t log t| ≤ t2 + e−1 for t ≥ 0, it yields

λ1

1 + λ1
‖um‖2H1

X,0(Ω) ≤ 4c1 + (2C2 + 1)‖um‖2L2(Ω) + a‖um‖2L2(Ω)| log ‖um‖2L2(Ω)|

≤ 4c1 + (2C2 + 1)‖um‖2L2(Ω) + a(‖um‖4L2(Ω) + e−1)

≤ (4c1 + ae−1) + (2C2 + 1)‖um‖2L2(Ω) + a‖um‖4L2(Ω),

which implies that, combining with (2.2.17),( λ1

1 + λ1
+ o(1)

)
‖um‖2H1

X,0(Ω) ≤M2.

This means the sequence {um} is bounded in H1
X,0(Ω), as claimed.

Thus we can deduce that there exists a subsequence (still denoted by {um}), such that

um ⇀ u in H1
X,0(Ω), and um → u in L2(Ω).

Now from 〈J ′(um), um − u〉 = o(1), as m→∞, we obtain

lim
m→∞

{
‖Xum‖2L2(Ω) −

∫
Ω

au2
m log |um|dx−

∫
Ω

bu2
mdx

}
= ‖Xu‖2L2(Ω) −

∫
Ω

au2 log |u|dx−
∫

Ω

bu2dx.

By the results of Lemma 2.2.1, one has

lim
m→∞

∫
Ω

au2
m log |um|dx =

∫
Ω

au2 log |u|dx.

This means um → u strongly in H1
X,0(Ω). So E(u) satisfies (PS) condition. Proposition

2.2.7 is proved.
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Proof of Theorem 2.2.2(2): Due to Proposition 2.3.2, we know that the operator −4X
has a sequence of discrete eigenvalues 0 < λ1 ≤ λ2 ≤ λ3 ≤ · · · ≤ λk ≤ · · · , with λk → +∞,
and the corresponding eigenfunction is denoted by {ϕk} which is an orthonormal basis of
H1
X,0(Ω).

Now, we take u ∈ V = H1
X,0(Ω), then E(u) = E(−u) and E(0) = 0. Taking k0 ≥ 1,

V +
k0

=span{ϕk; k ≥ k0 + 1} and V −k0
= span{ϕk; k ≤ k0}, we have V = V −k0

⊕
V +
k0

. Similar
to the proof of Proposition 2.2.7(1), we can deduce that there exist ρ > 0 and α > 0, such
that for any u ∈ V +

k0
with ‖u‖H1

X,0
(Ω) = ρ, we have E(u) ≥ α > 0, the condition (1) of

Proposition 2.2.6 holds.
On the other hand, for any finite dimensional subspace W ⊂ H1

X,0(Ω), we know that

there exists k0 ≥ 1, such that W ⊂ V −k0
=span {ϕk; k ≤ k0}. Thus there holds for any w ∈W

and 0 < ε < 1, ∫
Ω

(Xw)2dx ≤ λk0

∫
Ω

w2dx ≤ λk0
‖w‖2H1

X,0(Ω).

For any nonzero u ∈W , we take t > 0, then

E(tu) = t2
∫

Ω

|Xu|2dx− t2
∫

Ω

au2 log |tu|dx+ t2
∫

Ω

au2

2
dx− t2

∫
Ω

bu2dx

≤ λk0
t2‖u‖2H1

X,0(Ω) − t
2
[

log |t|
∫

Ω

au2dx−
∫

Ω

au2 log |u|dx+

∫
Ω

au2

2
dx−

∫
Ω

bu2dx
]
.

Thus for R = R(W ) > 0 and any nonzero u ∈ W , we take t > 0 large enough, then there
exist positive constants C1 and C2, such that

sup
{u∈W,‖tu‖

H1
X,0

(Ω)
≥R}

E(tu) < C1t
2 − C2t

2 log |t| → −∞, as t→ +∞.

This means the condition (2) of Proposition 2.2.6 is satisfied. Hence the functional J has a
unbounded sequence of critical values. Actually, Proposition 2.2.6 guarantees the existence
of following unbounded sequences of critical values for the functional E,

βk = inf
u∈χk

sup
u∈Wk

E(h(u)), for k ≥ k0, (2.2.18)

here Wk = span{ϕj ; j ≤ k}, and

χk =
{
h ∈ C0(H1

X,0(Ω);H1
X,0(Ω)); h is odd , h(u) = u if u ∈Wj

and ‖u‖H1
X,0(Ω) ≥ Rj for j ≤ k and Rj > 0

}
.

Therefore, there exists a non-trivial sequence uk ∈ H1
X,0(Ω) satisfying

E(uk) = βk, and 〈E′(uk), v〉 = 0 for any v ∈ H1
X,0(Ω).

Hence, (2.2.7) possesses infinitely many non-trivial weak solutions.

Next, we study the following boundary value problem of semi-linear infinitely degenerate
elliptic equation with potential term:{

−4Xu− εVnu = au log |u|+ bu in Ω ,

u = 0 on ∂Ω ,
(2.2.19)
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where Ω is a bounded open domain of Rn, a, b are constants and X = {X1, X2, · · · , Xm} is
C∞ smooth real vector fields defined on Ω, which .

Now, we consider following conditions:

(H-1) ∂Ω is C∞ and non characteristic for the system of vector fields X;
(H-2) X is infinitely degenerate on a non-characteristic hypersurface Γ ⊂ Ω and satisfies the
finite type of Hörmander’s condition with Hörmander index Q ≥ 1 on Ω\Γ;
(H-3) X satisfies Logarithmic regularity estimate (2.1.14) with s ≥ 3/2;
(H-4) The non-negative singular potential function Vn(x) ∈ C∞(Ω \ {0}) is unbounded at
{0, 0, · · · , 0} ∈ Γ, and satisfies the Hardy inequality∫

Ω

Vnu
2dx ≤

∫
Ω

|Xu|2dx, for all u ∈ H1
X,0(Ω). (2.2.20)

To study the existence and regularity of the solution to (2.2.19), we first give examples
satisfying the Hardy inequality.

Proposition 2.2.8. Let X = (∂x1
, · · · , ∂xn−1

, ϕ(x′)∂xn), where

ϕ(x′) =

{
e
− 1

|x1|1/s , x1 6= 0,

0, x1 = 0,

with s > 1, x′ = (x1, x2, · · · , xn−1).
(1) If Vn,1(x) = (n−3

2 )2 1
|x|2 , then Vn,1(x) ∈ C∞(Ω\{0}) (for n ≥ 3), and∫

Ω

Vn,1u
2dx ≤

∫
Ω

|Xu|2dx, for any u ∈ H1
X,0(Ω). (2.2.21)

(2) If Vn,2(x) = (n−2
2 )2

x−2
1 exp (− 1

|x1|2
)

exp (− 1
|x1|2

)+
∑n
i=2 x

2
i

, x = (x1, x
′′) = (x1, x2, · · · , xn), then Vn,2(x) ∈

C∞(Ω\{0}) (for n ≥ 3), and when x1 → 0 we have Vn,2(x1, x
′′) → 0 if x′′ 6= 0 and

Vn,2(x1, x
′′)→ +∞ if x′′ = 0. Thus for Ω ⊂

{
x = (x1, x

′′) ∈ Rn, | |x1| ≤
√

1
5

}
, there holds∫

Ω

Vn,2u
2dx ≤

∫
Ω

|Xu|2dx, for any u ∈ H1
X,0(Ω). (2.2.22)

Lemma 2.2.2. For n ≥ 3, C∞0 (Ω\{0}) is dense in H1
X,0(Ω).

Proof of Proposition 2.2.8: From Lemma 2.2.2, we only need to prove the results for
the function u ∈ C∞0 (Ω\{0}).

(1). Take a radial vector field R1 as,

R1 = x1∂x1 + x2∂x2 + · · ·+ xn−1∂xn−1 + xnϕ(x′)∂xn,

then one has R(Vn,1) ≥ −2Vn,1 and div(R1) = n− 1 + ϕ(x′). Thus∫
Ω

−2Vn,1u
2dx ≤

∫
Ω

R1(Vn,1)u2dx = −
∫

Ω

div(R1)Vn,1u
2dx−

∫
Ω

Vn,1R1(u2)dx.

This implies ∫
Ω

(n− 3 + ϕ(x′))Vn,1u
2dx ≤ −

∫
Ω

Vn,1R1(u2)dx, (2.2.23)
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and

−
∫

Ω

Vn,1R1(u2)dx = −2

∫
Ω

Vn,1uR1(u)dx

= −
∫

Ω

Vn,1(2ux1∂x1
u+ 2ux2∂x2

u+ · · ·+ 2uxn−1∂xn−1
u+ 2uxnϕ(x′)∂xnu)dx

≤ 2
( ∫

Ω

V 2
n,1(x2

1 + x2
2 + · · ·+ x2

n)u2dx
) 1

2
( ∫

Ω

(Σn−1
i=1 (∂xiu)2 + (ϕ(x′)∂xnu)2)dx

) 1
2 .

Observe that,

Vn,1(x2
1 + x2

2 + · · ·+ x2
n) = (

n− 3

2
)2,

and
n− 3 + ϕ(x′) ≥ n− 3.

Then we deduce from (2.2.23) that,∫
Ω

Vn,1u
2dx ≤

( ∫
Ω

Vn,1u
2dx
) 1

2
( ∫

Ω

|Xu|2dx
) 1

2 ,

which means ∫
Ω

Vn,1u
2dx ≤

∫
Ω

|Xu|2dx,

as claimed.
(2). For Vn,2, we take the following radial vector field R2,

R2 = x3
1∂x1 + x2∂x2 + · · ·+ xn−1∂xn−1 + xnϕ(x′)∂xn,

then R2(Vn,2) ≥ −2x2
1Vn,2 and div(R2) = 3x2

1 + n− 2 + ϕ(x′), which means∫
Ω

−2x2
1Vnu

2dx ≤
∫

Ω

R2(Vn,2)u2dx = −
∫

Ω

div(R2)Vn,2u
2dx−

∫
Ω

Vn,2R2(u2)dx.

Thus we have ∫
Ω

(x2
1 + n− 2 + ϕ(x′))Vn,2u

2dx ≤ −
∫

Ω

Vn,2R2(u2)dx, (2.2.24)

and

−
∫

Ω

Vn,2R2(u2)dx = −2

∫
Ω

Vn,2uR2(u)dx

= −
∫

Ω

Vn,2(2ux3
1∂x1

u+ 2ux2∂x2
u+ · · ·+ 2uxn−1∂xn−1

u+ 2uxnϕ(x′)∂xnu)dx

≤ 2
( ∫

Ω

V 2
n,2(x6

1 + x2
2 + · · ·+ x2

n)u2dx
) 1

2
( ∫

Ω

(Σn−1
i=1 (∂xiu)2 + (ϕ(x′)∂xnu)2)dx

) 1
2 .

Since x6
1 ≥ exp

{
− 1
|x1|2

}
for |x1| ≤

√
1
5 , then

Vn,2(x6
1 + x2

2 + · · ·+ x2
n) ≤ x4

1(
n− 2

2
)2 ≤ (

n− 2

2
)2,

and
x2

1 + n− 2 + ϕ(x′) ≥ n− 2.
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Thus we have from (2.2.24),∫
Ω

Vn,2u
2dx ≤ (

∫
Ω

Vn,2u
2dx)

1
2 (

∫
Ω

|Xu|2dx)
1
2 ,

which implies ∫
Ω

Vn,2u
2dx ≤

∫
Ω

|Xu|2dx.

Proposition 2.2.8 is proved.

Proof of Lemma 2.2.2: By the definition of H1
X,0(Ω), it suffices to show that

C∞0 (Ω) ⊂ C∞0 (Ω\{0})
‖·‖

H1
X,0 .

Let φ be a C∞ function, satisfying

φ(η) =

{
0 if 0 < η ≤ 1,

1 if η ≥ 2.

For u ∈ C∞0 (Ω), let ε > 0 small enough, and then we set uε(x) = φ
(

1
ε |x|

)
u(x). Thus

uε(x) ∈ C∞0 (Ω\{0}) and

‖uε − u‖2H1
X,0(Ω) = ‖X(uε − u)‖2L2(Ω) + ‖uε − u‖2L2(Ω).

By using the dominated convergence theorem we have that, as ε→ 0,

‖uε − u‖2L2(Ω) → 0, and
∫

Ω
|φ
(

1
ε |x|

)
− 1|2|Xu(x)|2dx→ 0.

On the other hand, we know that∫
Ω

|X
(1

ε
|x|
)
|2|∇φ

(1

ε
|x|
)
|2|u(x)|2dx

≤ C

ε2

∫
Ω

|∇φ
(1

ε
|x|
)
|2|u(x)|2dx

≤ C

ε2
‖u‖2L∞‖∇φ‖2L∞(Ω)

∫
{ε≤|x|≤2ε}

dx

≤ C ′εn−2 → 0, as ε→ 0.

Next, we have the following results for existence of solutions to (2.2.19) (also see [8]-[9]).

Theorem 2.2.3. Under the conditions above, then we have
(1) The semi-linear Dirichlet problem (2.2.19) possesses at least one nonzero weak solu-

tion in H1
X,0(Ω).

(2) Moreover if a > 0, the semi-linear Dirichlet problem (2.2.19) possesses infinitely
many weak solutions in H1

X,0(Ω).

Remark 2.2.1. The proof of Theorem 2.2.3 is similar to the proof of Theorem 2.2.2. Also,
we need following lemmas mainly concerning the Hardy term Vn(x).
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Lemma 2.2.3. Under the hypothesis of Theorem 2.2.3, the first eigenvalue η1 of the operator
−∆X − εVn is strictly positive and satisfies the following inequality.

‖u‖2L2(Ω) ≤
1

η1
(

∫
Ω

|Xu|2dx− ε
∫

Ω

Vnu
2dx), ∀u ∈ H1

X,0(Ω). (2.2.25)

Lemma 2.2.4. Under the hypotheses of Theorem 2.2.3, the positive operator −4X − εVn
has a sequence of discrete eigenvalues 0 < η1 ≤ η2 ≤ η3 ≤ · · · ≤ ηk ≤ · · · , and ηk → ∞,
such that for any k ≥ 1, the Dirichlet problem{

−4Xϕk − εVnϕk = ηkϕk, in Ω,

ϕk = 0, on ∂Ω,
(2.2.26)

admits a non trivial solution ϕk ∈ H1
X,0(Ω). Moreover, {ϕk}k≥1 constitute an orthonormal

basis of the Sobolev space H1
X,0(Ω).

Lemma 2.2.5. Let Vn ∈ C∞(Ω\{0}) and satisfies the Hardy inequality (2.2.20), um ⇀ u
in H1

X,0(Ω), as m→ +∞, then there exists a subsequence {umk}, such that

(1) lim
k→∞

∫
Ω

Vnumkϕdx =

∫
Ω

Vnuϕdx for all ϕ ∈ H1
X,0(Ω).

(2) lim
k→∞

∫
Ω

Vnu
2
mk
dx =

∫
Ω

Vnu
2dx.

Now, we concern the regularity of the solution to (2.2.19).

Theorem 2.2.4. Under the conditions (H-1), (H-2), (H-3) and (H-4), if 0 < ε < 1, and
a 6= 0, then we have

(1) If uε ∈ H1
X,0(Ω), uε ≥ 0, and ‖uε‖L2(Ω) 6= 0 is a weak solution of (2.2.19), then for

1 < p < 1+
√

1−ε
ε , one has uε ∈ L2p(Ω).

(2) If ε ∈ (0, 4
ν̄ (1− 1

ν̄ )), uε ∈ H1
X,0(Ω), uε ≥ 0 and ‖uε‖L2(Ω) 6= 0, is a weak solution of

(2.2.19), moreover a < 0, then uε ∈ C∞(Ω \ Γ)∩C0(Ω \ Γ) and uε(x) > 0 for all x ∈ Ω \ Γ,
where ν̄ is the general Métivier index of X on Ω\Γ.

In case of 1 ≤ p < 1+
√

1−ε
ε , one has 2p−1

p2 > ε. So if p1 satisfies 2p1−1
p2

1
> ε, we can find a

constant η > 0 such that 2p1−1
p2

1
= ε+ η, and for p ∈ [1, p1], we have 2p−1

p2 ≥ ε+ η.

Proposition 2.2.9. Under the conditions (H-1), (H-2), (H-3) and (H-4), if p0 ∈ [1, p1],
u ∈ H1

X,0(Ω) is a weak solution of (2.2.19), and u ≥ 0, ‖u‖L2p0 (Ω) 6= 0. Then there exists a

constant A0, such that ‖u‖L2p0 (Ω) ≤ A0, and for ũ = u
‖u‖

L2p0
, N = [ 1

η ] + 1, we have ,∫
Ω

|Xũp0 |2dx+

∫
Ω

ũ2p0 log2(ũp0)dx ≤ (N + 1)(|a|2 + 2p0|b|+ 2p0|a logA0|)

+ (N + 2)CN ,

(2.2.27)

where CN > 0 depending on N .

Proof: Since ũ ∈ H1
X,0(Ω) and ‖ũ‖L2p0 (Ω) = 1, for p0 ∈ [1, p1], then

−∆X ũ− εVnũ = aũ log ũ+ (b+ a log ‖u‖L2p0 (Ω))ũ. (2.2.28)
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Taking ũ2p0−1 as a test function, we obtain

2p0 − 1

p2
0

∫
Ω

|Xũp0 |2dx− ε
∫

Ω

Vnũ
2p0dx = (b+ a log ‖u‖L2p0 (Ω))

∫
Ω

ũ2p0dx

+
a

p0

∫
Ω

ũ2p0 log ũp0dx,

as 2p0−1
p2

0
≥ η + ε, one has

ηp0

∫
Ω

|Xũp0 |2dx ≤ 1

2

∫
Ω

ũ2p0 log2 ũp0dx+ (
1

2
|a|2 + p0|b|+ p0|a logA0|).

Take N = [ 1
η ] + 1, then 1

N < η ≤ p0η. So we have∫
Ω

|Xũp0 |2dx ≤ N

2

∫
Ω

ũ2p0 log2 ũp0dx+N(
1

2
|a|2 + p0|b|+ p0|a logA0|). (2.2.29)

By Hölder’s inequality and the Logarithmic Sobolev inequality, we know for N ≥ 1, there
is a constant CN > 0, such that∫

Ω

ũ2p0 log2 ũp0dx ≤ 1

N
‖X(ũp0)‖2L2(Ω) + CN . (2.2.30)

By (2.2.29) × 2(N+1)
N +(2.2.30)×(N + 2), we get∫

Ω

|Xũp0 |2dx+

∫
Ω

ũ2p0 log2(ũp0)dx ≤ (N + 1)(|a|2 + 2p0|b|+ 2p0|a logA0|) + (N + 2)CN .

Proposition 2.2.9 is proved.

Furthermore, we gain

Proposition 2.2.10. For p0 ∈ [1, p1], we have for any m ∈ N,∫
Ω

|Xũp0 |2 log2m−2(ũp0)dx+

∫
Ω

ũ2p0 log2m(ũp0)dx ≤M2m
1 P (m, p0)(m!)2, (2.2.31)

where N = [ 1
η ] + 1, P (m, p0) = pm0 if m ≤ √p0, P (m, p0) = p

√
p0

0 if m >
√
p0, and

M1 ≥
[
163N2 + 9N2CN + 3N(C2N + |Ω|) + 14N2(|a|2 + 2|b|+ 2|a logA0|)

] 1
2

.

Proof: From Proposition 2.2.9, the estimate (2.2.31) holds for m = 1. By induction, we
assume that (2.2.31) is hold for m ∈ N, then we need to prove that (2.2.31) is hold for m+1.
First let us simplify the notations here, i.e, the notations u, ũ and p0 would be denoted by
v, u and p respectively, then we take u2p−1 log2m(up) as the test function in both sides of
the equation (2.2.28) to obtain

2p− 1

p2

∫
Ω

|Xup|2 log2m(up)dx+
2m

p

∫
Ω

|Xup|2 log2m−1(up)dx− ε
∫

Ω

Vn(up logm(up))2dx

=
a

p

∫
Ω

u2p log2m+1(up)dx+ (b+ a log ‖v‖L2p(Ω))

∫
Ω

u2p log2m(up)dx.
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By Hardy inequality, we have

ε

∫
Ω

Vn(up logm(up))2dx ≤ ε
∫

Ω

|X(up logm(up))|2dx

≤ ε
∫

Ω

|Xup|2 log2m(up)dx+ 2mε

∫
Ω

|Xup|2 log2m−1(up)dx

+ ε

∫
Ω

|m(Xup) logm−1(up)|2dx,

that means

pη

∫
Ω

|Xup|2 log2m(up)dx+ 2m

∫
Ω

|Xup|2 log2m−1(up)dx− 2pmε

∫
Ω

|Xup|2 log2m−1(up)dx

≤ |a|
∫

Ω

u2p log2m+1(up)dx+ p(|b|+ |a log ‖v‖L2p(Ω)|)
∫

Ω

u2p log2m(up)dx

+ pε

∫
Ω

|m(Xup) logm−1(up)|2dx.

Since 1
N < η ≤ pη, which implies that

1

N

∫
Ω

|Xup|2 log2m(up)dx

≤ |a|
∫

Ω

u2p log2m+1(up)dx+ p(|b|+ |a logA0|)
∫

Ω

u2p log2m(up)dx

+ pε

∫
Ω

|m(Xup) logm−1(up)|2dx+ (2pmε− 2m)

∫
Ω

|Xup|2 log2m−1(up)dx.

Since pε < 2p−1
p < 2, then 2pmε− 2m ≤ 2(pmε+m) < 6m, and by Hölder’s inequality, one

has

1

N

∫
Ω

|Xup|2 log2m(up)dx

≤ 1

2N

∫
Ω

|Xup|2| log2m(up))|dx+ 20Nm2

∫
Ω

|Xup|2 log2m−2(up)dx

+
1

4

∫
Ω

u2p log2m+2(up)dx+ (|a|2 + p|b|+ p|a logA0|)
∫

Ω

u2p log2m(up)dx.

Thus∫
Ω

|Xup|2 log2m(up)dx ≤ 40N2m2

∫
Ω

|Xup|2 log2m−2(up)dx+
N

2

∫
Ω

u2p log2m+2(up)dx

+ 2N(|a|2 + p|b|+ p|a logA0|)M2m
1 P (m, p)(m!)2,

which means∫
Ω

|Xup|2 log2m(up)dx

≤ 40N2(m+ 1)2 + 2N(|a|2 + p|b|+ p|a logA0|)M2m
1 P (m, p)(m!)2

+
N

2

∫
Ω

u2p log2m+2(up)dx.

(2.2.32)
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Now we estimate
∫

Ω
u2p log2m+2(up)dx. We set Ω = Ω1 ∪ Ω+

2 ∪ Ω−2 with Ω1 = {x ∈
Ω;u(x) ≤ 1} and

Ω+
2 = {x ∈ Ω;u(x) > 1, | logm(u(x)p)| ≤ ‖up logm(up)‖L2(Ω)},

Ω−2 = {x ∈ Ω;u(x) > 1, | logm(u(x)p)| > ‖up logm(up)‖L2(Ω)}.

Then ∫
Ω1

u2p log2m+2(up) ≤ |Ω|((m+ 1)!)2.

Secondly, the estimate (2.2.27) asserts∫
Ω+

2

u2p log2m+2(up)dx

≤ ‖up logm(up)‖2L2

∫
Ω

u2p log2(up)dx

≤ ((N + 1)(|a|2 + p|b|+ p|a logA0|) + (N + 2)CN )M2m
1 P (m, p)(m!)2.

Next, we estimate the third term. By using the Logarithmic Sobolev inequality, we obtain∫
Ω−2

u2p log2m+2(up)dx ≤
∫

Ω−2

(up logm(up))2 log2
( up logm(up)

‖up logm(up)‖L2(Ω)

)
dx

≤ 1

2N
‖X(up logm(up))‖2L2(Ω) + C2N‖up logm(up)‖2L2(Ω)

≤ 1

N

∫
Ω

|X(up)|2 log2m(up)dx+
m2

N

∫
Ω

|X(up)|2 log2m−2(up)dx

+ C2N‖up logm(up)‖2L2(Ω)

≤ 1

N

∫
Ω

|X(up)|2 log2m(up)dx+ (C2N +m2)M2m
1 P (m, p)(m!)2.

This implies,∫
Ω

u2p log2m+2(up)dx

≤ 1

N

∫
Ω

|X(up)|2 log2m(up)dx+ |Ω|((m+ 1)!)2 +
[
(N + 2)CN + C2N

+ (N + 1)(|a|2 + p|b|+ p|a logA0|) +m2
]
M2m

1 P (m, p)(m!)2.

(2.2.33)

By (2.2.32)× 2(N+1)
N +(2.2.33)×(N+2), and using the facts that 2(N+1)

N ≤ 4, andN+2 ≤ 3N ,
we can deduce that∫

Ω

u2p log2m+2(up)dx+

∫
Ω

|Xup|2 log2m(up)dx

≤
[
163N2 + 9N2CN + 3N(C2N + |Ω|) + 14N2(|a|2 + 2|b|+ 2|a logA0|)

]
M2m

1

· P (m+ 1, p)((m+ 1)!)2.

And this means that if we take

M1 ≥
[
163N2 + 9N2CN + 3N(C2N + |Ω|) + 14N2(|a|2 + 2|b|+ 2|a logA0|)

] 1
2

,

then the estimate (2.2.31) holds for m+ 1. Proposition 2.2.10 is proved.
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Proposition 2.2.11. Under the conditions of Proposition 2.2.9, if for some p0 ∈ [1, p1],
there exists A0 ≥ e12, such that ‖u‖L2p0 (Ω) ≤ A0, then for ũ = u

‖u‖
L2p0 (Ω)

and δ = 1
2M1

, we

have ∫
Ω

u2p0(1+δ)dx ≤ A
2p0(1+δ)(1+( 1

p0(1+δ)
)

1
3 )

0 , (2.2.34)

where

M1 ≥
[
163N2 + 9N2CN + 3N(C2N + |Ω|) + 14N2(a2 + 2b+ 2a| logA0|)]

1
2 .

Proof: For any δ > 0, one has(∫
Ω

|ũp0(1+δ)|2dx
) 1

2

=
(∫

Ω

|ũp0 ũδp0 |2dx
) 1

2

=
(∫

Ω

|ũp0eδ log (ũp0 )|2dx
) 1

2

=
(∫

Ω

|ũp0

∞∑
m=0

(δ log (ũp0))m

m!
|2dx

) 1
2 ≤

∞∑
m=0

(∫
Ω

|ũp0
(δ log (ũp0))m

m!
|2dx

) 1
2

=

∞∑
m=0

δm

m!
(

∫
Ω

ũ2p0 log2m (ũp0)dx)
1
2 ≤

∞∑
m=0

δmMm
1 P (m, p0) ≤ p

√
p0

0

∞∑
m=0

(δM1)
m
.

If δ = 1
2M1

, we have ∫
Ω

u2p0(1+δ)dx ≤ 4p
2
√
p0

0 A
2p0(1+δ)
0 .

Also for any p0 ≥ 1,

4p
2
√
p0

0 = 4e2
√
p0 log p0 ≤ (e12)2p

2
3
0 ,

which implies that if A0 ≥ e12, then∫
Ω

u2p0(1+δ)dx ≤ A
2p0(1+δ)(1+( 1

p0(1+δ)
)

1
3 )

0 ,

as claimed.

Similarly, we can deduce that∫
Ω

|X(up0(1+δ))|2dx ≤ (1 + δ)2(4M1)2A
2p0(1+δ)(1+( 1

p0(1+δ)
)

1
3 )

0 . (2.2.35)

Proof of Theorem 2.2.4(1): For 1 < p < 1+
√

1−ε
ε , let p1 = p, there exists a positive

integer k ∈ N+ such that (1 + δ)k ∈ (1, p], and (1 + δ)(k+1) > p. Suppose that p0 = 1, and

pi = (1 + δ)i, Ai = A
1+

∑i
j=1( 1

1+δ )
j
3

0 , for 1 ≤ i ≤ k,

then for the weak solution u ∈ H1
X,0(Ω) with ‖u‖L2(Ω) 6= 0, one has, from the result of

Proposition 2.2.11, that

∫
Ω

u2(1+δ)i+1

dx =

∫
Ω

u2pi(1+δ)dx ≤ A
2pi(1+δ)

(
1+( 1

pi(1+δ)
)

1
3

)
i ≤ A2(1+δ)i+1(1+

∑i+1
j=1( 1

1+δ )
j
3 )

0 .

If δ = 1
2M1
≤ 1

4 , then
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logAk
logA0

= 1 +

i∑
j=1

( 1

1 + δ

) j
3 ≤ 1 +

∞∑
j=1

( 1

1 + δ

) j
3

= 1 + 4M1 ≤ 5M1,

where M1 is independent with i. Thus we have for any 1 ≤ i ≤ k,∫
Ω

u2(1+δ)i+1

dx ≤ (A5M1
0 )2(1+δ)i+1

.

Therefore if we choose A0 = e12, Ā = e60M1 , i = k, then∫
Ω

u2(1+δ)k+1

dx ≤ (A5M1
0 )2(1+δ)k+1

.

This means u ∈ L2(1+δ)k+1

(Ω). (1 + δ)k+1 > p, Ω is bounded, then u ∈ L2p(Ω). The result
of Theorem 2.2.4(1) is proved.

Remark 2.2.2. Observe that if ε→ 0+, then u ∈ L∞(Ω).

Lemma 2.2.6. If a < 0, uε ∈ C0(Ω1), uε ≥ 0, ‖uε‖L2(Ω) 6= 0 be a weak solution of (2.2.19)
on an open set Ω1 ⊂ Ω, then uε > 0 for all x ∈ Ω1.

Proof: Suppose that uε(x0) = 0 for some x0 ∈ Ω1, then for any λ > 0, there exists a
small neighborhood U0 ⊂ Ω1 of x0, such that 0 ≤ uε(x) ≤ λ on U0. As a < 0, we have
auε(x) log uε(x) + buε(x) ≥ 0 then ∆Xuε ≤ 0 in U0. But x0 is a minimum point of uε, the
Bony’s maximum principle implies that uε ≡ 0 in U0. This means that uε is a trivial solution
from the continuity of uε in Ω1, which is contradiction with the condition ‖uε‖L2(Ω) 6= 0.

Proof of Theorem 2.2.4(2): Now for x0 ∈ Ω \ Γ, there exist V0, U1, U0 such that x0 ∈
V0 ⊂⊂ U1 ⊂⊂ U0 ⊂⊂ Ω \ Γ, 0 /∈ U0, and for a cut-off function φ0(x) ∈ C∞0 (U0), φ0(x) ≡ 1
on U1. let v0,ε = φ0uε, from the equation we know,{
−∆Xv0,ε = −uε∆Xφ0 + εVnφ0uε + aφ0uε log |uε|+ bφ0uε − 2

∑n
j=1Xjφ0Xjuε, in U0,

v0,ε = 0, on ∂U0.

Set

fε := −uε∆Xφ0 + εVnφ0uε + aφ0uε log |uε|+ bφ0uε − 2

n∑
j=1

Xjφ0Xjuε. (2.2.36)

Then for uε ∈ L2p(U0), one has for any 1 < σ < p

|uε log |uε||
2p
σ ≤

(1

e

) 2p
σ

+ Cσ|uε|2p, ∃ Cσ > 0. (2.2.37)

Hence ∫
Ω

|uε log |uε||
2p
σ dx ≤

(1

e

) 2p
σ |Ω|+ Cσ

∫
Ω

|uε|2pdx =
(1

e

) 2p
σ |Ω|+ Cσ‖uε‖2pL2p(Ω).

So for φ0 ∈ C∞0 (U0), we get

φ0uε log |uε| ∈ L
2p
σ (U0), ∀ 1 < σ < p. (2.2.38)
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On the other hand, Vn ∈ C∞(Ω \ {0}) and 0 /∈ U0, then

εVnφ0uε ∈ L2p(U0). (2.2.39)

Also from −4Xuε − εVnuε = auε log |uε|+ buε + g(x, uε), we have

4Xuε ∈ L
2p
σ (U0), and X2

j uε ∈ L
2p
σ (U0) for 1 ≤ j ≤ n. (2.2.40)

Next, for 1 ≤ j ≤ n, we know∫
Ω

(Xjuε)(Xjuε)
2p
σ −1dx = −

(2p

σ
− 1
)∫

Ω

uε(X
2
j uε)(Xjuε)

2p
σ −2dx.

Thus we obtain∫
Ω

|Xjuε|
2p
σ dx ≤

(2p

σ
− 1
)∫

Ω

|uεX2
j uε||Xjuε|

2p
σ −2dx

≤
(2p

σ
− 1
)

(

∫
Ω

|uεX2
j uε|

p
σ dx)

σ
p (

∫
Ω

|Xjuε|
2p
σ dx)

p−σ
p ,

which means that for 1 ≤ j ≤ n,∫
Ω

|Xjuε|
2p
σ dx ≤

(2p

σ
− 1
) p
σ
(∫

Ω

|uε|
2p
σ dx

) 1
2
(∫

Ω

|X2
j uε|

2p
σ dx

) 1
2

. (2.2.41)

So from uε ∈ L2p(U0) and X2
j uε ∈ L

2p
σ (U0) (1 ≤ j ≤ n), we have, for φ0 ∈ C∞0 (U0),

Xjφ0Xjuε ∈ L
2p
σ (U0). (2.2.42)

Finally from (2.2.36)-(2.2.42), we gain that

fε ∈ L
2p
σ (U0). (2.2.43)

Since the system of vector fields X satisfies the finitely type Hörmander’s condition on
Ω \ Γ with Hörmander index Q, then from the results of Proposition , we can deduce that

v0,ε ∈M2, 2pσ (U0).

Also,

uε ∈M2, 2pσ (U1), and Xjuε ∈M1, 2pσ (U1).

On the other hand, 1 < σ < p, then for ε ∈ (0, 4
ν̄ (1− 1

ν̄ )) ⊂ (0, 4
σν̄ (1− 1

σν̄ )), that implies

2 1+
√

1−ε
ε > σν̄. Therefore for 1 < p < 1+

√
1−ε
ε , we take σ satisfies σν̄ ≤ 2p, and then the

result of Theorem 1.3.5 (2) implies that

v0,ε ∈ S1,α(U0), α ∈ (0, 1− σεν̄

2(1 +
√

1− ε)
).

Also,

uε ∈ S1,α(U1), α ∈ (0, 1− σεν̄

2(1 +
√

1− ε)
).

Then we use the result of Lemma 1.3.1 to get uε ∈ C
1+α
Q (U1). Also from Lemma 2.2.6,

we know uε(x) ≥ λ > 0 for x ∈ U1, thus

uε log |uε| ∈ S0,α(U1), Xjuε ∈ S0,α(U1).
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Similarly we can take U2 such that V0 ⊂⊂ U2 ⊂⊂ U1, φ1 ∈ C∞0 (U1), φ1(x) = 1 on U2,
v1,ε = φ1uε, Then,{
−∆Xv1,ε = −uε∆Xφ1 + εVnφ1uε + aφ1uε log |uε|+ bφ1uε − 2

∑n
j=1Xjφ1Xjuε in U1,

v1,ε = 0 on ∂U1,

by using the result of Theorem 1.4.3 and the above estimation, we have finally v1,ε ∈
S2,α(U1), uε ∈ S2,α(U2).

For any k ∈ N+, we can take V0 ⊂⊂ Uk ⊂⊂ Uk−1 ⊂⊂ · · · · · · ⊂⊂ U1 ⊂⊂ U0, by the
standard iteration procedure, we can prove that uε ∈ Sk,α(Uk), then uε ∈ Sk,α(V0). This

implies, from the result of Lemma 1.3.1, that uε ∈ C
k+α
Q (V0), i.e. u ∈ C∞(V0). On the

other hand, the result of Lemma 2.2.6 is not hold for the point x0 ∈ Ω \ Γ on the boundary
∂Ω. In this case we can only deduce that uε log |uε| ∈ C0(V0 ∩ Ω) even if uε ∈ Cα1(V0 ∩ Ω)
for some α1 ≥ 0. The result of Theorem 2.2.4(2) is proved.

2.3 Estimates of Eigenvalues in Infinitely Degenerate
Cases

2.3.1 Motivations

We consider the following boundary value problem for infinitely degenerate elliptic equa-
tion with a free perturbation,{

−4Xu = au log |u|+ bu+ f(x), in Ω,

u = 0, on ∂Ω,
(2.3.1)

where Ω is a bounded open domain of Rn, a, b are constants, X = {X1, X2, · · · , Xm} is C∞

smooth real vector fields defined on Ω, which is infinitely degenerate on a non-characteristic
hypersurface Γ ⊂ Ω and satisfies the finite type of Hörmander’s condition with Hörmander
index Q ≥ 1 on Ω\Γ. 4X =

∑m
j=1X

2
j is an infinitely degenerate elliptic operator. Here we

assume also ∂Ω is C∞ smooth and non-characteristic for the system of vector fields X.

Theorem 2.3.1. If a > 0, f(x) ∈ L2(Ω) and X satisfies the logarithmic regularity estimate
(2.1.14) with s > 1. Then the problem (2.3.1) has infinitely many nontrivial weak solutions
in H1

X,0(Ω).

Remark 2.3.1. In order to prove Theorem 2.3.1, we need the following Perturbation Theo-
rem and estimates of lower bounds of Dirichlet eigenvalues for −4X (see Proposition 2.3.1
and Theorem 2.3.2 below). For more details of the proof for Theorem 2.3.1, one can refer
to [10].

Proposition 2.3.1 (Perturbation Theorem, c.f. [54]). Suppose E ∈ C1(V ) satisfies (PS)
condition. Let W ⊂ V be a finite dimensional subspace of V , w∗ ∈ V \W , and let W ∗ =
W
⊕

span {w∗}; also let

W ∗+ = {w + tw∗;w ∈W, t ≥ 0}

denote the upper half-space in W ∗. Suppose
(1) E(0) = 0,
(2) ∃R > 0 ∀u ∈W : ‖u‖ ≥ R⇒ E(u) ≤ 0,
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(3) ∃R∗ ≥ R ∀u ∈W ∗ : ‖u‖ ≥ R∗ ⇒ E(u) ≤ 0,
and let

Γ ={h ∈ C0(V, V ); h is odd, h(u) = u if max{E(u), E(−u)} ≤ 0,

in particular, if u ∈W and ‖u‖ ≥ R, or if u ∈W ∗ and ‖u‖ ≥ R∗}.

Then, if

β∗ = inf
h∈Γ

sup
u∈W∗+

E(h(u)) > β = inf
h∈Γ

sup
u∈W

E(h(u)) ≥ 0, (2.3.2)

the functional E possesses a critical value ≥ β∗.

2.3.2 Lower Bounds of Eigenvalues

Here we consider the eigenvalues of the infinitely degenerate elliptic operator 4X sat-
isfying the logarithmic regularity estimate (2.1.14) with s > 1, which implies that 4X is
hypoelliptic.

Proposition 2.3.2 (cf. [6, 39]). Suppose that the system of vector fields X satisfies the
logarithmic regularity estimate (2.1.14) with s > 1. If ∂Ω is C∞ and non-characteristic for
X, then the operator −4X has a sequence of discrete eigenvalues 0 < λ1 ≤ λ2 ≤ λ3 ≤ · · · ≤
λk ≤ · · · , and λk →∞, such that for any k ≥ 1, the Dirichlet problem{

−4Xϕk = λkϕk, in Ω,

ϕk = 0, on ∂Ω,

admits a non trivial solution ϕk ∈ H1
X,0(Ω). Moreover, {ϕk}k≥1 constitute an orthonormal

basis of the Sobolev space H1
X,0(Ω).

Proof: Similar to the proof of Proposition 1.5.3.

Thus, we have the following result (cf. [7]):

Theorem 2.3.2. Suppose that the system of vector fields X satisfies the logarithmic regu-
larity estimate (2.1.14) with s > 1. If ∂Ω is C∞ and non-characteristic for X, λj is the jth

Dirichlet eigenvalue of the problem (1.5.1), then

k∑
j=1

λj ≥ C(n, s,Ω)k(log k)2s − k, for all k ≥ k0,

where k0 = [ 22senBn|Ω|n
C0πn

] + 1, C(n, s,Ω) = (2n− 1)
(
C02n+4s(| log |Ω|nBn(2π)n |

2s +n2s)
)−1

, Bn is

the volume of the unit ball in Rn, |Ω|n is the volume of Ω, s and C0 are given in (2.1.14).

Remark 2.3.2. If the operator is infinitely degenerate elliptic operator, then the Hörmander
index Q = +∞. That means the result in the estimates (1.5.7) gives us nothing information
for the estimates of the eigenvalues. In this case there is even no any asymptotic results for
the eigenvalues estimates. The result of Theorem 2.3.2 is the first result on the lower bound
estimates of the Dirichlet eigenvalues for infinitely degenerate elliptic operators.
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Lemma 2.3.1. For the system of vector fields X = (X1, · · · , Xm), if {ψj}kj=1 are the set of

orthonormal eigenfunctions corresponding to the Dirichlet eigenvalues {λj}kj=1. Define

Ψ(x, y) =

k∑
j=1

ψj(x)ψj(y).

Then for the partial Fourier transformation of Ψ(x, y) in the x-variable,

Ψ̂(z, y) = (2π)−n/2
∫
Rn

Ψ(x, y)e−ix·zdx,

we have ∫
Ω

∫
Rn
|Ψ̂(z, y)|2dzdy = k, and

∫
Ω

|Ψ̂(z, y)|2dy ≤ (2π)−n|Ω|n.

Proof: Similar to the proof of Lemma 1.5.1.

Lemma 2.3.2. Let f be a real-valued function defined on Rn and 0 ≤ f ≤ M1. For some
s > 0, if ∫

Rn
f(z)dz ≥ 1, and

∫
Rn

(log(e2 + |z|2))2sf(z)dz ≤M2,

where M2 ≥ 24s+nenM1Bn, Bn is the volume of the unit ball in Rn.
Then we have the following inequality,∫

Rn
f(z)dz · (log(

∫
Rn
f(z)dz))2s ≤ 2n+2s

2n − 1
(| log(M1Bn)|2s + n2s)M2.

Proof of Theorem 2.3.2: First, the problem (1.5.1) has a sequence of discrete eigenvalues
{λk}k≥1 and the corresponding eigenfunctions {ψk(x)}k≥1 constitute an orthonormal basis
of the Sobolev space H1

X,0(Ω).

Taking Ψ(x, y) =
∑k
j=1 ψj(x)ψj(y), then from Lemma 2.3.1, we know∫

Ω

∫
Rn
|Ψ̂(z, y)|2dzdy = k, and

∫
Ω

|Ψ̂(z, y)|2dy ≤ (2π)−n|Ω|n.

On the other hand, using Plancherel’s formula, we can gain∫
Rn

∫
Ω

|Ψ̂(z, y)|2(log(e2 + |z|2))2sdydz =

∫
Rn

∫
Ω

|(log(e2 + |∇x|2))sΨ(x, y)|2dydx.

where ∇x = (∂x1
, ∂x2

, · · · , ∂xn). Next, the logarithmic regularity estimate (2.1.14) gives∫
Rn

∫
Ω

|(log(e2 + |∇x|2))sΨ(x, y)|2dydx ≤ 22sC0(

∫
Ω

∫
Ω

|X(x)Ψ(x, y)|2dxdy

+

∫
Ω

∫
Ω

|Ψ(x, y)|2dxdy).

On the other hand, we have∫
Ω

∫
Ω

|X(x)Ψ(x, y)|2dxdy =

∫
Ω

( m∑
l=1

∫
Ω

|
k∑
j=1

(Xl(x)ψj(x))ψj(y)|2dx
)
dy

=

m∑
l=1

(∫
Ω

k∑
j=1

|Xl(x)ψj(x)|2
)
dx

= −
∫

Ω

k∑
j=1

ψj(x)4Xψj(x)dx =

k∑
j=1

λj .
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Therefore, from the above calculations, we obtain∫
Rn

∫
Ω

|Ψ̂(z, y)|2(log(e2 + |z|2))2sdydz ≤ 22sC0(

k∑
j=1

λj + k).

Now we choose

f(z) =

∫
Ω

|Ψ̂(z, y)|2dy, M1 = (2π)−n|Ω|n, M2 = 22sC0(

k∑
j=1

λj + k).

Then we know that 0 ≤ f(z) ≤ M1, if we take k0 = [ 22senBn|Ω|n
C0πn

] + 1, then for any k ≥ k0,
we can see ∫

Rn
f(z)dz = k ≥ 1, and M2 ≥ 24sen|Ω|nBnπ−n = 24s+nenM1Bn.

Thus from the result of Lemma 2.3.2, for any k ≥ k0, we have

k(log k)2s ≤ 2n+4s

2n − 1
(| log

|Ω|nBn
(2π)n

|2s + n2s)C0 · (
k∑
j=1

λj + k).

That means, for any k ≥ k0,

k∑
j=1

λj ≥ C3k(log k)2s − k,

where C3 = (2n − 1)
(
C02n+4s(| log |Ω|nBn(2π)n |

2s + n2s)
)−1

.

Proof of Lemma 2.3.2: We choose a constant R > 0 such that∫
Rn

(log(e2 + |z|2))2sg(z)dz = M2,

where

g(z) =

{
M1, |z| < R,

0, |z| ≥ R.

Since M2 ≥ 24s+nenM1Bn, that means R ≥ 2e. In fact, if R < 2e, then

M2 =

∫
Rn

(log(e2 + |z|2))2sg(z)dz = M1ωn−1

∫ R

0

(log(e2 + r2))2srn−1dr

≤M1Bn(log(5e2))2s(2e)n < 24s+nenM1Bn,

where ωn−1 is the area of the unit sphere in Rn, Bn is the volume of the unit ball in Rn and
nBn = ωn−1. Which is incompatible with the condition of M2.

By R ≥ 2e, one has R ≥ 2
√
R, and

M2 ≥M1ωn−1

∫ R

R
2

(log(e2 + r2))2srn−1dr ≥M1ωn−122s

∫ R

R
2

(log r)2srn−1dr

≥ 22sM1Bn(1− 2−n)Rn
(

log
R

2

)2s

≥M1Bn(1− 2−n)Rn(logR)2s.

(2.3.3)
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Since
[
(log(e2 + |z|2))2s − (log(e2 +R2))2s

]
(f(z)− g(z)) ≥ 0, we have

(log(e2 +R2))2s

∫
Rn

(
f(z)− g(z)

)
dz ≤

∫
Rn

(log(e2 + |z|2))2s
(
f(z)− g(z)

)
dz ≤ 0,

which implies ∫
Rn
f(z)dz ≤

∫
Rn
g(z)dz. (2.3.4)

Using (2.3.4) and the fact
∫
Rn f(z)dz ≥ 1, we can obtain∫

Rn
f(z)dz ·

(
log(

∫
Rn
f(z)dz)

)2s

≤
∫
Rn
g(z)dz ·

(
log(

∫
Rn
g(z)dz)

)2s

= M1BnR
n ·
[

log(M1BnR
n)
]2s

≤M1BnR
n · 22s(| log(M1Bn)|2s + (n logR)2s)

≤ 22sM1Bn(| log(M1Bn)|2s + n2s)Rn(logR)2s.

(2.3.5)

From the estimates (2.3.3) and (2.3.5), we can deduce that∫
Rn
f(z)dz ·

(
log(

∫
Rn
f(z)dz)

)2s

≤ 2n+2s

2n − 1
(| log(M1Bn)|2s + n2s)M2.

2.3.3 Summary: Finitely Degenerate Elliptic Operators and In-
finitely Degenerate Elliptic Operators

Finally, let us compare the results between finitely degenerate vector fields and infinitely
degenerate vector fields.

If the system of vector fields X satisfies the Hörmander’s condition, then 4X is the
finitely degenerate elliptic operator, and the following conditions are equivalent:

(1) The vector fields X is a finitely degenerate with Hörmander index Q.
(2) Sub-elliptic estimate:∥∥|∇| 1Qu∥∥2

L2(Ω)
≤ C1‖Xu‖2L2(Ω) + C2‖u‖2L2(Ω),

holds for all u ∈ C∞0 (Ω), and some C1 > 0 and C2 ≥ 0.

(3) There exists C > 0, such that for x ∈ Ω, r > 0, we have BE(x, r) ⊂ BX(x,Cr
1
Q ),

where BE is the Euclid ball and BX is the sub-elliptic ball induced by sub-elliptic metric
(which is also C-C metric).

Remark 2.3.3. (1) Sub-elliptic estimates imply the hypoellipticity of 4X .
(2) From the condition (3) above, doubling property holds for BX . Thus Sobolev inequality

and Poincaré inequality are all hold.

If the system of vector fields X is an infinitely degenerate vector fields and satisfies the
following logarithmic regularity estimate

‖(log Λ)su‖2L2(Ω) ≤ C
(
‖Xu‖2L2(Ω) + ‖u‖2L2(Ω)

)
, for any u ∈ C∞0 (Ω), (2.3.6)
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with s > 1, where Λ = (e2 + |∇|2)1/2. Then we have

(1) The infinitely degenerate elliptic operator 4X is hypoelliptic.
(2) The C-C distance induced by X can be defined which might be a non-doubling metric.

Remark 2.3.4. (1) If the vector fields X is an infinitely degenerate vector fields, then the
sub-elliptic estimates will be not satisfied. Thus, the regularity of the infinitely degenerate
elliptic operator 4X can be deduced by the logarithmic regularity estimate for X.

(2) If X is an infinitely degenerate vector fields, the Sobolev inequality will be not satisfied.
However, in this case we have the following logarithmic Sobolev inequality:

Suppose that the vector fields X = (X1, · · · , Xm) satisfies the logarithmic regularity esti-
mate (2.3.6) for s > 1

2 . Then∫
Ω

|u|2| log(
|u|

‖u‖L2(Ω)
)|2s−1dx ≤ C0

[ ∫
Ω

|Xu|2dx+ ‖u‖2L2(Ω)

]
, for all u ∈ H1

X,0(Ω).
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